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IN MEMORIAM

V. A. AMBARTSUMIAN

(18 September 1908 — 12 August 1996)

Viktor Amazaspovich Ambartsumian was born on September 18, 1908 in Thilisi, the
capital of Georgia. He graduated in 1928 at Leningrad University, continued his
studies as a post-graduate at Pulkovo Observatory (near Leningrad) in the years
1928-1931, and next was associated with the University of Leningrad (now
St. Petersburg), from 1934 as a professor. In subsequent years he devoted much of his
time to the foundation and construction of Byurakan Observatory in Armenia of
which he became the Director, and from 1947 he also was Professor of Astrophysics
at the State University at Yerevan, the capital of Armenia. The observational
programme of Byurakan Observatory has been strongly inspired by Ambartsumian’s
imaginative thinking.

Ambartsumian’s scientific achievements are manifold. His earliest work, in
theoretical astrophysics and in collaboration with N. A. Kosirev, dealt mainly with
solar physics: the solar atmosphere, sunspots and the theory of radiative equilibrium.
He subsequently broadened his interest taking up problems of Wolf-Rayet stars and
planetary nebulae, generalizing Zanstra’s work on the determination of the radiation
field of the nebula and the temperature of the central star. A related result was his
estimate, also made in collaboration with Kosirev, that the mass loss of an ordinary
nova outburst is a minor fraction only of the stellar mass, which implies that it is a
surface phenomenon only, not involving the whole star. A very impressive extension
of his work in theoretical astrophysics is his demonstration of an invariant property of
the law of diffuse reflection by a semi-infinite plane-parallel atmosphere. This
preceded work in the same field by S. Chandrasekhar who expressed himself as
follows on some of these topics in a ‘Festschrift-paper’ at the occasion of
Ambartsumian’s 80th birthday:

The formulation of the principles of invariance in the theory of radiative
transfer: a theoretical innovation that is of the greatest significance. Many
papers were contributed to a symposium on this topic at Byurakan in the
fall of 1982; and in my contribution to that symposium | narrated the
influence of Academician Ambartsumian’s ideas on my own related work.

Ambartsumian’s marvelously elegant formulation of the fluctuations in
brightness in the Milky Way: ‘in the limit of infinite optical depth, the
probability distribution of the fluctuations in the brightness of the Milky
Way is invariant to the location of the observer’.

Ambartsumian’s interest then broadened to include stellar evolution, the problem
of star formation, and the origin and evolution of stellar systems. In early work on the
statistics of double stars he had argued that these cannot have existed for more than
ten billion years, a time scale much shorter than was generally accepted at that time.
In his work of the 1940s and later on star formation and the origin and evolution of
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small stellar systems, Ambartsumian’s unorthodox approach drew much attention.

In the years 1941-43, he postulated that certain groups containing stars with
similar properties, drifting among the general stellar population, are dynamically
unstable systems and must be of much more recent origin than the stellar population
in general. He called them stellar associations and distinguished two categories: the
O-Associations characterized by membership of the massive O- and B-type stars, and
the T-Associations containing the, less massive, T-Tauri stars. He pointed out the
frequent occurrence of so-called Trapezium-type systems in the O-Associations:
compact groups of very massive stars whose lifetime cannot exceed a few million
years at most and that must have a common origin. This work has greatly contributed
to the now generally accepted view that star formation has been a continuous — and
still ongoing — process up to the present. As to the formation process itself,
Ambartsumian went even as far as postulating that stellar associations originate from
superdense primordial matter, a postulate he later extended to the formation of
galaxies in general.

Ambartsumian earned world-wide recognition for his pioneering work. He was a
Vice-President of the International Astronomical Union from 1948 to 1955 and its
President from 1961 to 1964 and he also served as President of the International
Council of Scientific Unions. He received many honours, both from inside the USSR
and internationally. Among the first were the Order of Lenin and the Stalin Prize,
both awarded soon after the end of World War II. In 1950 he became a Deputy to the
Supreme Soviet and in 1961 a member of the Presidium of the Academy of Sciences
of the USSR. In 1960 he was awarded the gold medal of the Royal Astronomical
Society, and in the same year he received the Bruce medal of the Astronomical
Society of the Pacific. He was a foreign member of many Academies of Science.

Ambartsumian’s term as a Vice-President of the IAU coincided with the years of
the cold war between western powers and the Soviet Union. In those years, the 1AU
went through a critical stage in its existence as a consequence of the IAU Executive
Committee’s decision to postpone the General Assembly that had been planned for
1951 in Leningrad. During the subsequent years, although vigorously contesting the
EC’s decision, Ambartsumian did not fail to continue his support to the Union as the
world-wide organization embracing astronomers from all countries. His election as
President of the IAU in 1961 reflected both the appreciation for his efforts in this
respect and his outstanding scientific achievements.

Adriaan Blaauw
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To Victor Ambartsumian on His 80th Birthday*

S. Chandrasekhar

It is a privilege to join Academician Victor Ambartsumian’s many friends and
colleagues all over the world in congratulating him on his eightieth birthday and to
express gratitude for a lifetime of efforts towards scientific ends. The only other
astronomer of this century who compares with Academician Ambartsumian in his
constancy and devotion to astronomy is Professor Jan Oort; but they would appear to
be dissimilar in every other way. It will be a worthy theme for a historian of science
of the twenty-first century to compare and contrast these two great men of science.

Academician Ambartsumian’s realm does not divide astronomy and astrophysics
into its conventional parts: theoretical and observational. He is an astronomer par
excellence.

As one whose main interests during the past thirty or more years have been outside
the mainstream of astronomy, the task of writing an essay encompassing all of
Ambartsumian’s wide range of accomplishments is outside the circumference of my
comprehension. And since many others more conversant than | will be writing about
him for this issue, perhaps | may recall some of Ambartsumian’s discoveries which
reveal the elegance and clarity of his ideas.

1. One of Ambartsumian’s earliest papers was concerned with Zanstra’s method of
determining the temperature of the central star illuminating a planetary nebula. Here
is Ambartsumian’s formulation which led to a first treatment of the radiative
equilibrium of a planetary nebula:

There is a probability, p that an ultraviolet light quantum (that is a quantum beyond
the head of the Lyman series) will be transformed into a Lyman-alpha quantum by the
process of ionization and recombination followed by cascades: a simple statement
that succintly epitomizes Zanstra’s idea.

2. The ‘blanketing’ effect of absorption lines, in warming a stellar atmosphere, can
be formulated in a first approximation by postulating that in a given frequency
interval there is a probability, p, that an absorption line will occur. With such a
formulation, the equations of radiative transfer governing thermodynamic equili-
brium can be readily written down; and one obtains a satisfactory theory for the
underlying phenomenon.

3. The formulation of the principles of invariance in the theory of radiative transfer:
a theoretical innovation that is of the greatest significance. Many papers were
contributed to a symposium on this topic at Byurakan in the fall of 1982; and in my
contribution to that symposium | narrated the influence of Academician
Ambartsumian’s ideas on my own related work

4. Ambartsumian’s marvelously elegant formulation of the fluctuations in
brightness in the Milky Way: in the limit of infinite optical depth, the probability

* This is the text of Chandra’s tribute to Ambartsumian on his 80th birthday, and has been
reproduced from the Astrophysics (A translation of the Astrophyzika), January 1989.
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distribution of the fluctuations in the brightness of the Milky Way is invariant to the
location of the observer. In the related series of investigations, in part in association
with Academician Markarian, Ambartsumian introduced for the first time the now
commonly accepted notion that interstellar matter occurs in the form of clouds.

5. Ambartsumian’s discovery of the role of the escape of stars from galactic
clusters resulting from the relatively short times of relaxation is as simple as it is
profound.

6. Ambartsumian’s recognition of stellar association as a dynamical entity with far-
reaching implications for subsequent theories relating to star formation. | recall the
scepticism with which his ideas were received when | first gave an account of
Ambartsumian’s ideas at a colloquium at the Yerkes Observatory late in 1946.

It was about this time that my own interests began to diverge from astronomy. But |
am aware of Ambartsumian’s founding of the Byurakan Observatory in Armenia, of
the extremely important work that continues to be carried out at the Observatory,
including of course Markarian’s brilliant work on the discovery and cataloging of
galaxies known by his name; and of the discovery and of the prevalence of flare stars.

There can be no more than two or three astronomers in this century who can look
back on a life so worthily devoted to the progress of astronomy. It is a privilege to
have known him and to wish him the very best on his reaching his eightieth birthday.
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Abstract. Power spectra of the timing noise observed in 18 southern
pulsars have been derived using a novel technique, based on the CLEAN
algorithm. Most of the spectra are well described by a single- or double-
component power-law model. Some of these spectra can be interpreted in
the context of one or more of the current timing noise models. The results
combined with those obtained from the time-domain analyses of the
timing activity in these pulsars are used to assess the viability of the
various theoretical models of pulsar timing noise.
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1. Introduction

Power spectra of pulsar rotation fluctuations can provide valuable information about
the mechanisms responsible for timing noise. In fact, most of the theoretical models
of timing noise (e.g., Alpar et al 1986; Cheng 1987a,b; Cheng 1989; and Jones
1990) make predictions in terms of a power spectrum of the fluctuations.
Furthermore, these models are based on a statistical description of fluctuations in
one or more of the three observables — the pulse phase ¢ (PN), frequency v (FN) or
frequency derivative v (SN), each resulting in a simple power-law spectrum. On the
other hand, quasi-periodic oscillations, such as those that may result from free
precession or oscillations of the vortex lattice, will produce a narrowband signature
in the power spectrum.

The nomenclature that has been used for the three simple “random walk
processes”, namely PN, FN and SN, is unambiguous in the context of pulsar work,
but can be confusing when applied more generally. The general nomenclature
emphasises the variable in which the process is stationary, i.e., the one which exhibits
white noise properties (Lamb 1981). Hence, PN, FN and SN correspond to processes
that produce white noise in v, v and v respectively. These random walk processes
have a “red” power spectrum (i.e., excess power at low frequencies) in the variable
@, and can be considered as a repeated integral of white noise in ¢. Since ¢, v and v
are simply related by differentiation, the power spectra are related by factors of f 2,
so that P(f) ~ f ?P,;(f) and P(f) ~f P,(f). Deeter & Boynton (1982) use
the terminology “r-th order red noise”, denoting a variable x(t) which is the r-fold
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Figure 1. Limitation on the observability of intrinsic red phase noise posed by the measure-
ment process (white noise in the pulse phase); (after Boynton 1981).

integral of white noise. That is, the rth time derivative, x" (), reduces to white noise.
Hence, the power spectrum of x(t) obeys the law P, (f) ~f ™. The orders r = 1, 2
and 3 correspond to phase, frequency and slowing-down noise respectively.

Two features will be evident in a simple power-law spectrum of the phase
fluctuations — a steep red noise component at lower frequencies, and a white noise
component which may begin dominating at higher frequencies. In practice, the
observability of the intrinsic noise process is restricted at high frequencies by this
“measurement noise” rather than the Nyquist sampling limit, as shown in Fig. 1. The
lower the “signal-to-noise” of the timing activity, the further toward low frequencies
one must look in order to detect the red noise in the spectrum.

To investigate successfully all of the proposed noise processes over a frequency
range of a decade, a dynamic range of at least six orders of magnitude must be
attainable. Conventional Fourier transform (FT) techniques fail when they are used to
estimate the spectral power density that is characteristic of red noise processes,
particularly from an unevenly sampled time sequence. A basic reason is that there is
substantial power “leakage” through the sidelobes of the equivalent power density
estimators that can very easily mask any steep variations in the spectrum. While
dealing with steep red spectra, simple FT techniques produce meaningless power
spectra with a steepest power-law slope of ~ —2. The situation is further complicated
by the unevenly sampled time series that inevitably arise from practical astronomical
observations. Interpolation of the data does not help much as the spectral
contamination resulting from the interpolation seriously affects the spectral power
estimation at high frequencies. Hence, the above issues must be considered if one is
to correctly recover red noise spectra from the timing data.

We recently developed and tested a new technique of spectral analysis that
addresses the problems described above. The technique is based on the CLEAN
algorithm and is described in detail elsewhere (Deshpande, D’Alessandro &
McCulloch 1996). The main motivation for this work stemmed from the fact that
none of the other spectral methods are specifically tailored to producing reliable
spectral estimates with a high dynamic range. This is an extremely important
requirement when obtaining power spectra of pulsar phase residuals.
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After the development of our technique based on CLEAN, it was discovered that a
similar idea had already been implemented by Roberts et al. (1987) for the time-
series spectral analysis of unequally spaced data. A variant of their technique has
been used by Green et al. (1993) to study rapid X-ray variability in active galactic
nuclei. It should be stressed, however, that like other methods, the technique
developed by Roberts et al. does not address the “high dynamic range” requirement
that is important in the analysis of pulsar timing noise.

The data analysed and presented in this paper were collected as part of a monthly
timing survey of 45 southern pulsars at the Mt Pleasant Observatory, operated by the
Physics Department of the University of Tasmania. Details of the observations, data
acquisition and reduction have been described elsewhere (D’Alessandro et al. 1993).
The data were collected at two observing frequencies, 670 and 800 MHz, over a
period of up to 7 years from 1987 to 1994. Basic timing and astrometric parameters
and the results of a detailed study of the timing noise in all of these pulsars have also
been presented elsewhere (D’Alessandro et al. 1993, 1995). In this paper, we aim to
assess the viability of the various theoretical models of pulsar timing noise by
comparing the observed power spectra with those predicted by the theories.

2. Power spectral analyses and results

Although the power density spectrum of the v fluctuations, P(f), is more closely
related to the response of the neutron star to torque fluctuations, the derivation of such
a spectrum has a number of disadvantages compared to the estimation of the spectrum
of the phase fluctuations, P,(f) This is because the pulse phase is the quantity
directly measured in timing observations of pulsars. For example, the v(t) estimates
invariably result from some sort of “smoothing” process, e.g., from short polynomial
fits. This restricts the useful span of the spectrum to low frequencies because fewer
independent data points over the time span are available for deriving the spectrum.
Also, the contribution of white noise in the pulse phase estimation translates into
“blue” noise in the spectrum of the v(t) fluctuations. However, in principle, the
technique to be described can be applied to any type of pulsar timing residual data set,
e.g., phase, frequency or frequency derivative residuals.

Before any analyses were performed, we combined the dual-frequency phase
residual data for each pulsar into a single data set. This procedure improves the
sensitivity of the data to be analysed. A total of 18 pulsars from the Mt Pleasant
sample were found to be suitable for power spectral analysis. These pulsars were
selected on the basis that the signal-to-noise of the timing activity was sufficient
(typically > 10) to obtain a meaningful spectrum.

The CLEAN technique was then applied to the zero-mean, combined phase
residual data of the selected 18 pulsars. The power density spectra in ¢for these
pulsars are shown in Figs. 2, 3, and 4. The power spectra are displayed in the
conventional manner, i.e., as a log-log plot of power spectral density against
frequency. The reasons for such a representation have been discussed by Deeter
(1984) and Boynton & Deeter (1986). In the context of the pulsar timing noise
investigations being made in this paper, the most important reason is the fact that the
log-log representation reveals very readily any power-law behaviour in the power
spectrum.
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Table 1. Logarithmic slopes obtained from linear least squares fits to the CLEANed power
spectra of the timing noise in 18 pulsars.

PSR B logr S/N Freq.range  Slope Erx NPPSS NPTDA

0736-40 6.57 64 ~1.6,—0.5 -5.2 0.4 ? EN

0740-28 520 42 -13,-03 -34 0.2 ? ?

0835-41 6.53 8 -16,-05 -2.1 0.2 PN PN

0923-58 6.38 10 -1.6,—-12 —46 0.6 FN ?
-13,-06 -23 03 PN

0940-55 5.67 80 -16,~12 =50 0.9 SN FN
~13,~05 -24 0.2 PN

0959-54 5.65 151 -1.6,-0.9 -4.8 0.2 ? ?
-0.9,-04 27 02

1240-64 6.14 23 -1.6,-0.7 4.3 0.4 FN FN

1323-58 6.37 21 —1.6,—0.8 —4.7 0.5 FN FN

1323-62 5.65 25 -1.6,-0.5 -39 02 FN FN

1358-63 5.90 47 -1.6,-09 —-6.1 0.7 ? FN
-1.0,-0.5 -3.1 0.3

1449-64 6.02 12 -1.6,—-10 490 0.3 ? ?
-1.2,—-0.5 ~2.6 0.3

1558-50 5.29 189 -1.6,—0.4 -3.6 0.1 ? ?

1641-45 555 69 -1.6,~10 =59 0.5 SN ?
-1.0,-04 =23 03 PN

1706-16 622 47 -13,-04 —4.1 0.6 FN FN

1737-30 431 16 -16,-08 54 05 ? ?

1737-39 6.62 11 -16,-05 ~39 0.2 EN Y

1742-30 5.74 13 ~1.6,-05 -3.3 03 7 ?

1749-28 6.04 34 -1.6,-04 -4.0 0.2 FN ?

Logarithmic slopes were obtained from the CLEANed and restored spectra by
performing linear least squares fits to the spectral estimates over the available
frequency range, i.e., where the power exceeded the white noise. In most of the
spectra, the crossover point (i.e., the point where the white noise begins to swamp
the red noise) occurs at log(f/fna) < —0.5. This implies the shortest autocorrelation
time that can be probed in the Mt Pleasant pulsar observations is ~200 days. In some
cases, a single linear fit did not adequately model the spectrum. A “two-component”
linear model was used for these spectra. The results of the linear fits to the spectra are
presented in Table 1. The columns contain, respectively, the pulsar name, the
logarithm of the characteristic age (yr) of the pulsar, the signal-to-noise of the timing
activity, the range log(f/fn.x) over which the slope was estimated, the spectral slope
(i.e., the power-law index) and its 1o formal uncertainty. The last two columns give
an indication of any consistency of the power spectrum slopes (NPPSS) or the results
of the time-domain analysis (NPTDA) presented in D’Alessandro et al (1995) with
one or more of the simple noise processes described earlier. A “?” indicates that
there appears to be no consistency with such a process.

In order to check the validity of the derived slopes, time sequences corresponding
to PN, FN and SN were generated using the same sampling pattern, signal-to-noise,
time span, etc. as the data for each pulsar. The CLEAN technique was then applied
to these time sequences to obtain their power spectra. The spectral slopes obtained
for the PN, FN and SN simulations were in the range — 1.7 to -2.3, -3.8 to —-4.3
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and -5.7 to —6.3 respectively, with typical 1o uncertainties of ~ 0.2 in individual
estimates.

3. Discussion

The spectral slopes obtained in the previous section provide a useful comparison with
the results obtained from previous analyses of timing noise using time-domain
methods (D’Alessandro et al. 1995). The spectrum for PSR B0835-41 has a slope of
~ —2, consistent with a pure PN process. Likewise, the spectra for PSRs B1240-64,
B1323-58, B1323-62 and B1706-16 have slopes of ~ —4, consistent with a pure FN
process. The timing noise spectra for PSRs B0736-40, B0740-28, B1558-50, B1737-
30, B1737-39, B1742-30 and B1749-28 also have power-law slopes, in the range
-3.3 to 5.4. Regardless of whether or not these slopes are consistent with those
expected for a pure random walk process (i.e., -2, -4, -6), they cannot be
interpreted in a straightforward manner because the results of the time-domain
analyses did not show consistency with such noise processes. The remaining six
pulsars have composite power spectra that are most easily described using a two-
component slope model. The time-domain analyses performed on four of these
pulsars were inconclusive, while for the other two, they showed rough consistency
with FN.

Although a single power-law slope of -3.6 adequately modelled the power
spectrum for PSR B1558-50, there is some evidence of structure in the spectrum not
dissimilar to one of the models proposed by Alpar et al. (1986). Power-law fits over
the logarithmic frequency ranges —-2.0 to —-0.8 and -0.7 to -0.45 yield slopes of
~ 3, while the slope over the range -0.8 to 0.7 is ~ —9. Translated into a power
spectrum of fluctuations in v, this spectrum is similar to the Alpar et al. “mixed
event” model (shown in figure 3a of their paper), although the slopes are not exactly
the same. The “step” or “knee” in the spectrum is marginally significant (~ 20) and
occurs at log(f/fma) = =0.75. At this point in the spectrum, f = 1/7 where 7 is the
relaxation timescale of the response to the triggering events (Alpar et al 1986). For
PSR B1558-50, this timescale is approximately 340 days.

Three pulsars in the present sample overlap with the JPL pulsar sample analysed by
Boynton & Deeter (1986) for power spectrum investigations, namely PSRs B0736-
40, B1706-16 and B1749-28. The spectral slopes obtained for these pulsars are in
good agreement with the estimates obtained by Boynton & Deeter. Cheng (1987b)
has interpreted the Boynton & Deeter spectra for the latter two pulsars in terms of his
SN/PN magnetospheric model, but there is no evidence of two such components in
the spectra derived from the Mt Pleasant data for these pulsars. However, the extent
of the spectra is not very large in the present case and the white noise may have
masked the high frequency component which, in the Boynton & Deeter spectra,
becomes significant at relatively nigh frequencies.

The applicability of the various theoretical models to observations of pulsar timing
noise has been discussed by D’Alessandro et al (1995), based on the results of time-
domain analyses. The power spectra presented in this paper also enable some
conclusions to be drawn in this regard. It is clear that the timing noise of some pulsars
is well described by a single power-law spectrum while for others, a composite
spectrum is a more appropriate description. The models proposed by Alpar et al.
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(1986), Cheng (1987a,b) and Jones (1990) predict a range of slopes in P ; (f), ranging
from +2 to —2. The main limitation of these models is the fact that they only predict
even spectral slopes (with the possible exception of the model proposed by Jones).
This is because they assume that purely white noise exists in the r-th derivative of the
phase. However, the power spectral estimates obtained in the present work, as well as
those obtained by Boynton & Deeter (1986), show that the timing noise of some
pulsars has spectral power varying as odd powers of the fluctuation frequency. Both
the Alpar et al. and Cheng models can account for any single, “even” power-law
slopes in the observed P, (f), if the range of timescales or fluctuation frequencies
spanned by the data is restricted to that part of a composite spectrum. For example, in
D’Alessandro et al. (1995), the timing noise of eight pulsars was found to be
consistent with a PN process (one of these, PSR B0835-41, was confirmed by the
power spectrum analysis) which can be explained using the microglitch model
proposed by Alpar et al. (1986) and Cheng (1987b), in the limit of f7 < 1. On the
other hand, the Jones model only predicts slopes > 4 in P, (f). The data for three out
of the seven pulsars with composite power spectra, namely PSRs B0940-55, B1358-
63 and B1641-45, can be accommodated by the magnetospheric SN/PN model
proposed by Cheng (1987b), i.e., a red/blue composite spectrum in v.

4. Conclusions

Spectral analysis of the residual pulse arrival times of pulsars is a useful tool for
testing the theoretical models that have been developed to explain the timing noise
observed in these objects. Estimates of the power spectrum of the phase residuals for
18 southern pulsars were obtained using a technique based on the CLEAN algorithm.
In general, the derived spectra are well-described by a single or double-component
power-law model. The power spectrum for PSR B1558-50 contains a marginally
significant step which, if interpreted in terms of the “mixed event” model proposed
by Alpar et al. (1986), implies a relaxation timescale of 7> 300 days in response to
the triggering events.

Together with the time-domain results obtained recently (D’Alessandro et al.
1995), the present work enables a number of conclusions to be drawn regarding the
applicability of the three main theoretical models of pulsar timing noise, namely,
those proposed by Alpar et al. (1986), Cheng (1987a, b; 1989) and Jones (1990).
None of the models proposed by Alpar et al. (1986) are, by themselves, able to
account for the range of microactivity evident in the pulsars studied. In particular,
none of the Alpar et al. models are able to explain the occurrence of positive-going
jumps in v. However, these models do support observations in a few cases, for
example, where the timing activity is consistent with phase noise, and the step in the
power spectrum for PSR B1558-50.

There is considerably more support for the Cheng magnetospheric model, which
incorporates the ideas of Alpar et al., and the Jones corotating vortex model. Both
of these models are able to account for the wide range of microjump event signatures,
as well as single and composite power-law spectra of the timing noise. However,
neither model can explain all of the observations. The magnetospheric model does
not easily explain the fact that the bulk of the timing activity in a number of pulsars
is due to a small number of microjumps in v and v and the corotating vortex model
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does not explain a spectrum, or a spectral component, of the v fluctuations which
is “blue”.

Both the magnetospheric and corotating vortex models provide promising bases for
a better understanding of pulsar timing noise. However, they may need to be modified
in the light of these observational results in order that predictions can be sharpened.
This is particularly relevant in the case of the latter model, for which a full
quantitative solution is yet to be published.
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Abstract. The effect of C-field in high density matter has been studied. We find
that the negative energy and negative pressure of the C-field helps in formation of
massive compact stable neutron stars of mass ~ 0.5 solar mass which is in the
range of 0.01 to 1.0 solar mass of recently observed dwarf stars.

Key words: Dwarf stars—neutron stars—C-field.

1. Introduction

There has recently been reported observations by gravitational microlensing of dark
dwarf stars in the mass range of 0.01-1.0 M, (Alcock et al. 1993; Aubourg
et al. 1993). Simple extrapolations of these observations have led people to speculate
(Boughn & Uson 1995) that such bodies could be numerous and make up the ‘dark
matter’ inferred from the rates of rotation of galaxies and superclusters of galaxies. In
any case, this observation has opened up the question of what these massive compact
objects themselves are. Cottingham, Kalafatis & Vinh Mau (1994), have proposed
a model where these objects are identified as quark stars formed after quark-hadron
transition.

We, in this work, suggest a different understanding of these objects. The stability of
these objects at unusual mass values is indicative of a simultaneous increase in binding
and reduction in the internal pressure compared to the normal stars leading to the
balance between the two at lower mass values. Driven by such an argument and since
the creation field (C-field) of Pryce; Hoyle & Narlikar (1962); and Narlikar (1973) used
in the context of steady-state theory has exactly these characteristics of negative
pressure and negative energy, we have tried to include its contribution into the
description of high density matter in terms of SU (2) chiral sigma model (Sahu, Basu
& Datta 993).

Even though, the hot big-bang model of the creation and evolution of the Universe
has gained acceptance over the steady-state cosmology, it does have problems asso-
ciated with linearity of Hubble flow and determination of the age of the Universe from
the Hubble Space Telescope data (Narlikar 1993). It is, therefore, in the fitness of things
to explore the possibility of an explanation for the problem at hand within the context
of an alternative model as has been attempted in other contexts (Weinberg 1972;
Arp et al. 1990).

The massless C-field was originally introduced by Pryce and later extensively
used by Hoyle & Narlikar (1962) and Narlikar (1973) to provide a field-theoretic
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2. The model

As stated before, our model is an extension of the chiral sigma model approach (Sahu,
Basu & Datta 1993) for the study of high density matter with the inclusion of C-field
effect. We also take the approach that the isoscalar vector field necessary to ensure the
saturation property of nuclear matter is generated dynamically. The effective nucleon
mass then acquires a density dependence on both the scalar and the vector fields, and
must be obtained self-consistently. We do this using the mean-field theory wherein all
the meson fields are replaced by their uniform expectation values.

The Lagrangian for an SU(2) chiral sigma model that includes an isoscalar vector
field (o), an isotriplet (transforming as vector Iso-spin space) vector field (p7,) of mass
m, (=1 =c) and a non-interacting C-field is

A
=1(6,% .0 +0,000) = (% & + 0" —xg)°

1 1,2¢.2 1 72
—-ZFHVF#V +39, (d +7 )(,U“(U“

+ g (0 + iy T TRV + iy, 0 — g0, "W
16, 6P +imip, .7~ L0, (F, T YW — gaﬂ corC, @3)

where F,, = 0,0, — 0w, G, = 0,0 —0Vp, wis the nucleon isospin doublet, 7’is the
pseudoscalar pion field and cis the scalar field. The expectation value (¥ yo ) is
identifiable as the nucleon number density, which we denote by ng.

The interactions of the scalar and the pseudoscalar mesons with the vector boson
generates a mass for the latter spontaneously by the Higgs mechanism. The masses for
the nucleon, the scalar meson and the vector meson are respectively given by m = g, Xo;
m,= V2%, M, = g, Xo, Where X, is the vacuum expectation value of the sigma field.
C-field being non-interacting remains massless.

Taking the mean-field approximation ®, =wydy,, the equation of motion for the
mean vector field specifies o,

n —y
0o =5, x=((g® + 7" @

L

Note that m, depends on ng but not on space-time coordinates. The equation of motion
for o written for convenience in terms of y = x/X, is of the form

. r?ky ey [ dkk? B (5)
18n4M2y3 nz o (‘E*Z +M*2)1/2 —
where m” ym is the effective mass of the nucleon and ¢, = g2/m%, ¢, = g2 /m2.

At high densities typical of the interior of neutron stars, the composition of matter is
asymmetric nuclear matter with an admixture of electrons. The concentrations of protons
and electrons can be determined using conditions of beta equilibrium and electrical charge
neutrality. We include the interaction due to isospin triplet ,-meson in Lagrangian for the
purpose of describing neutron-rich matter. The equation of motion for g, in the mean
field approximation, where g, is replaced by its uniform value ©§ (here superscript 3
stands for the third component in isopin space), gives p5 = (g/2mf])(np— n,). The
symmetric energy coefficient that follows from the semi-empirical nuclear mass formula is

y—y)+
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agn= (CKH12%) + (K6(k+ m*?)12) where c,= g/ /m2and ke = (6r°ngly)™ . Here
Ng = Ny + N, and y is the nucleon spin degeneracy factor. We fix the values of c,., ¢, and c,
by fits of saturation density (0.153 f m™), the binding energy (-16.3 MeV) and
symmetric energy (32 MeV) (Moller et al. 1988) in the absence of C-field as a first
approximation. These give ¢,= 6.20 f m* ¢, = 2.94 f m? ¢, = 4.6617 f m’.

The diagonal components of the conserved total energy-momentum stress tensor
T (Teo= ¢ and T; = -3P by definition) corresponding to the Lagrangian given by
equation (3) together with the equation of motion for the fermion field (and a mean field
approximation for the meson fields) provide the following identification for the total energy
density (€) and pressure (P) for neutron star system:

_m U=y pealg P vk - kY

8c. 7212 72n* y?
2 Ly J dkk? (R* + m**”‘)”z—géz- (6)
n,p.e
po U Ve BB | Yo~ k)
3c. 720y T2nty?
v I s ) (7)

A specification of the coupling constants ¢, ¢,,, C, and f now specifies the EOS.

As of the coupling constant f, since it has the dimension of (mass)?>, we have
parameterized it in two ways like, f = f m and tA(nB/m) where m is typically the
nucleon mass, ng is the baryon density and f'is dimensionless. The second parameterize-
ation employing a linear proportionality between f and ng, we believe, is more
reasonable and physical as the coupling of C-field is likely to grow in strength with
increase in ng. This is because the creation of baryons occurs in association with
creation of C-field in the steady-state picture and thus greater baryon density implies
stronger interaction strength (f) for the C-field.

The structure of a neutron star is characterized by its gravitational mass (M) and
radius (R). These gravitational mass and radius for non-rotating neutron star are
obtained by integrating the structure equations, which describe the hydrostatic equilib-
rium of degenerate stars: (Misner, Thorne & Wheeler 1970)

dp_ G(p+p/?)(m+4nr’p/c?)  dm 4 ®)
ar PA2Gmpre) @ e
where p and p(e/c?) are the pressure and total mass energy density. G is Newton’s
gravitational constant and m is mass enclosed in a spherical star of radius r.

To integrate equation (8), one needs to know the equation of state for the entire
expected density range of neutron star, starting from high density at the center to the
surface densities. The composite equations of state for the entire neutron star density
span was constructed by joining the equations of state of high density neutron rich
matter (curves(a)—(e) in Fig. 1)to that given by (i) Negele &Vautherin (1973) for density
region (10" — 5 x 10%) g cm 3, (ii) Baym, Pethick & Sutherland (1971) for the region
(5 x 10™ — 10%g cm® and (iii) Feynman, Metropolis & Teller (1949) for the densities
less than 10° g cm .
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For a given EOS, p(p) and a given central density o (r = 0) = p (, equation (8) are
integrated numerically with the boundary condition m(r = 0) = 0 to give R and M. The
radius R is defined by the point where P = 0, or, equivalently, o = p,, where p s is the
density expected at the neutron star surface. The maximum total gravitational mass for
stable configuration is then given by: M = m(R).

3. Result and discussion

The results obtained after the inclusion of the contribution of the C-field are given in
table 1 and Fig. 1. In table 1, we have presented the maximum mass (M) and the
corresponding radius (R) for a more typical stable star as a function of central density
(o ¢)- The equations of state (pressure vs. energy density) for neutron star matter at the
above nuclear matter density (2.8 x 10" g cm ~°) are given in Fig. 1. It is seen from this
figure that the equations of state in case | (curves (b) and (c)) is different from case II
(curves (d) and (e)). From equations (6) and (7), one sees that the pressure and energy
density depend on the baryon density ng. With variation of ng the equation of state
behaves like case Il (curve (a)) without inclusion of the C-field. In case I, the f is
proportional to ng and hence the negative pressure and the negative energy density due
to C-field are added to the equations of state. However, in case Il the f is a constant,
therefore, there is constant subtraction in pressure and energy density due to the C-field
and hence a constant shift in equation of state from equation of state case Ill. At high
density in all cases, the system approached the causal limit P = &, representing the
*stiffest’ possible equation of state. It is observed from the figure for both cases | and Il
that with increase of f, the EOS becomes softer leading to reduction of stable neutron
star gravitational mass.

100.0

A
§ 100}

5

2

-Nx
& 1o}
01}

px 10" (gem™y

Figure 1. Pressure and energy density curves for three cases: Case I: f = f m? with f= 0.001
(curve b) and f=0.05 (curve c); Case II: f = f\nB/m with f'= 0.5 (curve d) and f=15 (curve e);
Case IlI: =0 (curve a).
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Table 1. The maximum mass (M), the corresponding radius
(R) and central density (po.) of more typical compact dwarf stars
for various values of dimensionless coupling parameter f for
three cases: Case I: f:fAmz, Case II: f=1f ng/m and Case IllI:

f=0.

Pe R M/M, 7 Cases
(gem™3) (km)

2.0 x 10'5 10.96 2.16 0.001

40 x 1015 761 1.51 0.005 1
7.0 x 1015 594 .19 . 001

2.5 % 1016 3.12 0.64 0.05

3.0 x 10'3 9.10 1.678 0.5

7.5 x 10'3 5.66 1.01 1.0 1
20 x 106 3,61 0.67 1.5

15%x 105 - 13.65 2.59 0.00 111

A comparison of the values of the radii (R) and gravitational mass (M) for various
values of dimensionless coupling parameter f with those in the absence
of C-field as obtained in an earlier work (Sahu, Basu & Datta 1993) (case Il of table 1)
reveals that the size and mass of stable neutron star structures have been significantly
reduced. This can be understood on the ground that the negative energy provided by
C-fields diminishes the effective mass of the star and the negative pressure reduces
opposition to gravitational aggregation of matter. Thus, C-field doubly facilitates
formation of compact stable neutron star structure of both smaller mass and dimen-
sion. In fact, for f values near 0.05 and 1.5 in the two schemes of parameterization of
dimensional coupling constant f, the stable neutron star mass is about 0.5 M_ which is
well inside the mass range of dwarf stars recently observed between 0.01 and 1.0M
considered to be candidates for the dark matter (Boughn & Uson 1995; Cottingham,
Kalafatis & Vinh Mau 1994). Further, the value of f\being of O (1) for the mass of
compact object to lie in the right range implies that the interaction involved is strong in
character as is to be expected between the nucleon and scalar field.

Apart from the above agreement, we believe that the study of the effect and role of the
C-field in various astrophysical problems need to be taken up in its own merit. This
provides scope to investigate the existence of explanations alternative to those found
within the ambit of the generally accepted big bang model of the Universe. The present
work completes a small programme in that direction.

Acknowledgements

It is a pleasure for us to thank Prof. J. V. Narlikar for encouragement and suggestions
and Prof. A. R. Prasanna for critical reading and suggestions. One of us (PKS) would
like to thank the Institute of Physics, Bhubaneswar for facilities, where the preliminary
work was started. We are thankful to the referee for suggesting improvement of the
manuscript on a number of points.



Massive Compact Dwarf Stars and C-field 21
References

Ainsworth, T. L., Baron, E., Brown, G. E., Cooperstein, J., Prakash, M. 1987, Nucl. Phys., A464,
740.

Alcock, C. et al. 1993, Nature, 365, 621.

Arp, H. C. et al. 1990, Nature, 346, 807.

Aubourg, E. et al. 1993, Nature, 365, 623.

Baym, G., Pethick, C. J., Sutherland, P. G. 1971, Astrophys. J., 170, 299.

Boguta, J. 1983, Phys. Lett., B128, 19.

Boughn, S. P., Uson, J. M. 1995, Phys. Rev. Lett., 74, 216.

Cottingham, W. N., Kalafatis, D., Vinh Mau, R. 1994, Phys. Rev. Lett., 73, 1328.

Feynman, R. P., Metropolis, N.,Teller, E. 1949, Phys. Rev., 75, 1561.

Gell-Mann, M., Levy, M. 1960, Nuovo Cimento., 16, 705.

Hoyle, F., Narlikar, J. V. 1962, Proc. R. Soc. London, A270, 334.

Jackson, A. D., Rho, M., Krotscheck, E. 1985, Nucl Phys., A407, 495.

Lee, T. D., Wick, G. C. 1974, Phys. Rev. D9, 2291.

Misner, C. W., Thorne, K. S., Wheeler, J. A. 1970, Gravitation (San Francisco: Freeman).

Moller, P., Myers, W. D., Swiatecki, W. J., Treiner, J. 1988, Atomic Data Nucl. Data Tables, 39,
225.

Narlikar, J. V. 1973, Nature 242, 135.

Narlikar, J. V. 1993, Introduction to Cosmology, Ch. 11. Cambridge University Press.

Negele, J. W., Vautherin, D., 1973, Nucl. Phys. A207, 298.

Pryce, M. H. L. (unpublished).

Sahu, P. K., Basu, R., Datta, B. 1993, Astrophys. J., 416, 267.

Weinberg, S. 1972, Gravitation and Cosmology: principles and applications of the general theory of
relativity, Ch. 16. (John Wiley and Sons).



J. Astrophys. Astr. (1997) 18, 23-32

Gravitational Potential Energy of Interpenetrating Spherical Galaxies
in Hernquist’s Model

K. S. V. S. Narasimhan, K. S. Sastry* & Saleh Mohammed Alladin

Inter University, Centre for Astronomy and Astrophysics, Ganeshkhind, Pune 411007, India
* Permanent Address: Department of Astronomy, Osmania University, Hyderabad 500007.

Received 1996 February 15; accepted 1996 September 19

Abstract. Hernquist’s (1990) mass model for spherical galaxies and bulges de-
scribed by the deVaucouleur’s profile gives analytical expressions for the density
profile and the potential. These have been used to derive a simple and exact
analytical expression for the gravitational potential energy of a pair of interpene-
trating spherical galaxies represented by this model. The results are compared with
those for polytropic and Plummer models of galaxis.

Keywords:  Stellar systems: dynamics—galaxies: interactions.

1. Introduction

The force of attraction between two galaxies when they interpenetrate is weaker than
the force which one would expect from the inverse square law. The departure of the
intergalactic force from the inverse square force can be accounted for by writing the
mutual potential energy of interaction of two spherical galaxies of masses M; and M,
separated by a distance r in the form

W)= ——2=2y @

(Alladin 1965). The correction factor y is a function of the separation r and the density
distributions p(ry) and p(ry) of the galaxies, w, derived from potential theory corrects
for the fact that one is actually dealing with extended configurations and not mass
points.

The forces due to overlap of galaxies can also be taken into account by introducing
a softening parameter ¢ and writing,

2% =-0.5
W(r)= —g—“’—‘f;_hﬁ—"'—ﬁ(l +:—i) e

(Aarseth 1966) which gives

;
Yan= s ®3)

In this paper, we derive an analytical expression for the interaction potential energy
of two overlapping spherical galaxies, represented by Hernquist’s (1990) model, not
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necessarily having the same scale lengths and compare the results with those obtained
by earlier workers, mostly by numerical methods.
The salient features of the model used in the present analysis are given in section 3.

2. A review of the earlier works

Using the analysis of spherically symmetric matter by Limber (1961), Alladin (1965)
determined W(r) of two galaxies treating them as the superposition of polytropes of
integral indices n = 0 through 5 having a common radius R and writing;

YaL =¥ (ny,n,7/R), 4

r being the intergalactic separation and n; and n,, the indices of the polytropes. He has
tabulated w for two galaxies having the same size. Potdar & Ballabh (1974) extended his
work to penetrating galaxies of unequal dimension, using

‘pPB = ‘1”(&“1:”2?”7 (5)

where k = Ry/R; ,the ratio of the radii of the two galaxies, and s = r/R,. Numerical
estimates for k = 1,2,5 and 10 have been made by them. Estimates for w for two disk
galaxies have been given by Ballabh (1973) and for disk-sphere galaxies by Ballabh
(1975).

Alladin & Narasimhan (1982) have pointed out that equation (3) agrees very closely
with equation (4), if

e=[(¥/r) 17" ©)

Detailed discussion on this is given in Zafarullah, Narasimhan & Sastry (1983). The
physical significance of ¢ can be seen from the fact that

e=Ry,(0)=[<1/r,(0)>17Y, )

where ry,(0) is the distance between a star in the galaxy of mass M; and a star in the
galaxy of mass M, when the centres of the galaxies coincide and the separation
r between the galaxies is measured in units of R(0). (Narasimha Rao, Alladin &
Narasimhan 1994)—The use of ¢ adequately takes into account the dependence of
potential energy on density distribution.

Narasimha Rao, Alladin & Narasimhan (1994) wrote:

V=57 5 = Ral0) ®

where ¢ was not obtained analytically, but was adopted from comparison with
the results of the polytropic model obtained numerically. The values of Ri(0)
for polytropes of different indices have been tabulated by Alladin (1965); those for
the Plummer model galaxies with different scale lengths are given in Narasimhan
and Alladin (1986).

In their numerical simulations of galactic collisions Aarseth and Fall (1980)
have used

r
T (P +a? +a2)S

Ve

©)
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where o and «, are the scale lengths of two galaxies represented by the Plummer
model. This is a convenient analytic expression but it has not been obtained rigorously
from the basic equation for W(r) given in section 4 (equation 20).

The relationship between equations (4), (8) and (9) has been discussed by Narasimha
Rao et al (1994). It is shown in this paper that Hernquist’s (1990) model which has the
advantage of representing properly deVaucouleur’s intensity profile for elliptical
galaxies gives simple and exact analytical expression for W(r).

3. Hernquist's model: Basic equations

An analytic mass model for spherical galaxies and bulges described by the de
Vaucouleur’s (1948) RY* profile for elliptical galaxies has been proposed by Hernquist
(1990). He has shown that its intrinsic properties and projected distribution lend
themselves to analytical treatment. This has been the motivation for the analysis in the
next section. This model is a special case in the family of models for spherical stellar
systems developed by Tremaine et al. (1994) and is one of the most successful analytical
models for elliptical galaxies and the bulges of spiral galaxies. It has as par™ profile in
its outer parts and a central density cusp of strength par™
The density profile is given by

Mo 1
2nr(r+ o)
where M is the total mass and «, the scale length. It follows that the mass interior to
r and the potential are given respectively by

p(r) = (10)

2

r
Mr\=M————r: 11
(=M (11)
and
GM
V(r) = — ——, 12
P e (12)
By defining
_ 2maed - at
= P ) == ————
P="3 " r(r+a)? (13)
and
- o o
= = 14
we get a simple relationship
p=y*/(1-y) (15)
between the density and the potential (Hernquist 1990)
The self gravitational potential energy is given by
2
|Q] = S5 (16)

6oy

Hence the dynamical radius is R = 3a.
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We note from equation (11) that the mass is finite, even though the galaxy extends to
infinity. The half-mass radius or the median radius R, is given by

Ry =(/2+ Do (17)

About 90% of the mass lies within 18¢.
Fish (1964) obtained the following empirical relationship between the potential
energy Q and the mass M of elliptical galaxies:

| =9.6 x 108 M3 (C.G.S. units). (18)

Using this, in conjunction with equation (16), we find that the mass M of a Hernquist’s
model galaxy is related to the scale length « by

M =7390%(C.G.S. units). (19)

This gives an approximate dimension associated with a given mass.
In the next section, we derive an analytical expression for W(r) for galaxies
represented by this model.

4. Gravitational potential energy of interpenetrating galaxies in Hernquisfs model

Let two galaxies of masses M; and M,, with centres at O, and O, separated by a distance
r, slightly overlap each other. The gravitational potential energy W(r) of the galaxies
arising from only their mutual attraction on each other or the interaction potential
energy is given by
W(r)zj V(r,)dM,, (20)
M,

where V(r,) is the potential due to the galaxy of mass M, at a distance r, from O,, and
dM, is the element of the galaxy of mass M, lying at the distance r; The integration is
carried out over the entire mass M.

Choosing O, as origin, the polar axis in the direction of O; and dM, in spherical
polar coordinates r, 6,, ¢, equation (20) reduces to

Zn P 'm
W(r)=-f .[ I Wry)o(r,)r2sing,d0,dr, dé,, 21
0 0J0
where 1, is the distance of d M, from O,, p (r,) is the mass density of M, at the distance
r, and 0, is the polar angle. r; and r, are connected by the relation
ri=r?+ri-2rr,cosb,.
Integrating over the azimuthal angle and using equations (10) and (12), we get

“"j'“ r,sinf,dr,do,
o (ra+ &) [(r* + 73 —2rryc086,)°5 +a,]

IW(r}1=GM1M2c¢3J (22)

1]
Integration over 6, then yields

GM,M,ua, [® 2 1 ' -
|M?]i= 1 2 QJ\ |: Ty - n(?‘+?‘2 +3a1) alln(r ¥y +?1)—ld :
r o L(ry+ay) (ry +a,) (r,+a,)
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GM . M
where r
1
Il=§&~2,
I 1 1n(r+oc1) 1 _ln{(r+oc1)/<x2}
2T W T lrra—wy) o —ap)? |
ot In(r+a,) 1 CIn{tr+ ooy} (24)
) oz ay(r oy +oy)  (FFog+a,) |

From equations (23) and (24), after some algebra, we get

GM M, si+1 sy -+ 1 (31+1>]
Wi(r 1- 202 1 ,
o= S 1 s e S () e

r
where s; = P and ao1= ool oy
1

If a» < oy, then

GM M2
reoy

W (r ) (26)

When M= My, a o = o, equation (20) reduces to

_GM,M, 341 35+ 1
Wil =% [ G 1P 1 s+ I =17

5 In(3s + 1)], @7)

where s = r/ R.
A special case is that when two galaxies overlap with their centres coinciding, then
ri=ryand r =0, and we get:

GM M GM .M
(W(0)| = ———2 H(t,,) = ===, (28)
% R,,(0)
where
o
H(ay,) =(*a‘;‘_1:2*1“)‘5 Lo, — 20, In(o;,) — 1. (29)
When o, <« o, we get
GM M
[W(0)] = —2—2, (30)
&y
For identical galaxies (M= M, = M, a3 = 0oy = a), we get:
GM2
IW(O)I = (31)

In Table 1, we give the values of H(a,) and Ry,(0)/ o for a few values of o, as
obtained from the present analysis.

Thus the potential density pair of Hernquist’s model leads to a simple and comp-
letely analytical expression for the gravitational potential energy of a pair of
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Table 1. Ry,(0) as a function of a;,

&z Heo) R;5(0)/ oy
1-0 0-3333 3-000
1-5 0-4032 3-720
2:0 04548 4398
50 06176 8-096

10 07263 13-77

interpenetrating galaxies represented by this model. Further, the result is general in the
sense that it is applicable to identical as well as non-identical galaxies.

5. Results and discussion

In analytical studies of galactic collisions and in numerical simulations of encounters
between galaxies, a number of workers have either used the Plummer model or
polytropic model to represent galaxies. We therefore compare the results of the present
analysis with those obtained for galaxies represented by these models.

The density distribution of the Plummer model (also known as the polytropic sphere
of index n = 5) is given by

3IM o
=2 % 32)
p(r) an (r" +a}2:)5/2

where M is the total mass and ¢, is the scale length. It follows that the mass interior to
r and the potential are given by

B
and o + )
GM
V(r)= AL i (34)
Also r %)
1Q _3nGM? (35)
32 o, ’

and hence the dynamical radius R= 16¢,/3x.

The density, in this model, falls off as r> at large radius. Such a rapid falloff, in
general, is not compatible with the observed brightness distribution of galaxies. The
galactic brightness distribution decays somewhat more slowly as r to r* (Tremaine
& Lee 1987). It may be noted that in Hernquist’s model p(r) ~ r™*

In Fig. 1 we compare mass distribution of the Plummer model and Hernquist’s
model galaxies. We find that both the models agree very closely in mass distribution up
to r = 0.8R i.e., up to the sphere containing about 50 per cent of the mass of the galaxy.

A comparison of equations (32), (33) and (34) with equations (10), (11), and
(12) pertaining to Hernquist’s model shows that the denominators in Hernquist’s
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Figure 1. Comparison of mass distribution

model have integral exponents, while in the Plummer model, the exponents in the
Thus simple analytical results could be obtained in

denominator are fractional
Using the basic equations, for two galaxies of equal mass M and the scale length

Hernquist’s modgl.
o. represented by the Plummer model, Toomre (1977) obtained
o= 2L )
For galaxies of differing mass and scale Iength Ahmed’s (1979) analysis yields
o =Mz 4, @
%y
(38)

where
az
=gl
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Figure 2. Comparison of interaction potential energy for identical galaxies.
Here E(z/2, q) and F (x/2, q) are the complete first and second elliptic integrals and

g=(1-03)" (39)

Equations (37) and (38) may be compared with equations (28) and (29) obtained in
the present analysis. Unlike the function A(ay,) which involves elliptic integrals, the
function H () is exact and can be evaluated with greater ease.

An analytic expression for W(r) for any separation r between the galaxies represented
by the Plummer model is given in Ahmed (1984). It involves a number of elliptic
integrals. W(r) obtained in the present analysis (equation 25) is completely analytic,
exact and simple.

Narasimha Rao, Alladin & Narasimhan (1994) have pointed out that the values of
W(r) obtained from equation (3) agree closely with those obtained from equation (1) for
the Plummer model galaxies and those obtained by Alladin (1965) for a pair of
interpenetrating galaxies represented by polytropes of common radius R and indices
(4-4) and (4-2) and that the differences between the values turn out to be statistically
insignificant. We therefore restrict ourselves to comparing the results obtained from the
present analysis with those obtained by Narasimha Rao et al.

In Fig. 2 we compare W(r) obtained from Narasimha Rao et al (1994) with that
obtained from the present work (Hernquist’s model). We find that the values of W(r) are
in close agreement.

If we equate Q and M as given by equations (35) and (16), i.e., if we keep the mass
and dynamical radius same in both models, the scale length ¢, of the Plummer model
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gravitational potential energy of penetrating spherical galaxies. To our knowledge,
such simple, exact analytical expressions for these were not obtained earlier for
spherical models of galaxies. W(r) obtained from Hernquist’s model closely agrees with
those obtained from Plummer and polytropic models for galaxies of the same mass and
dynamical radius.
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Abstract. We suggest that the dynamical regime(s) underlying quasi-
periodic oscillations observed in the spectra of bright galactic-bulge X-ray
sources are nonlinear with a mixed phase space. The important feature of
such regimes is that they are generic among nonlinear Hamiltonian and
nearly Hamiltonian systems of more than two degrees of freedom. We
give a simple example of such chaotic (deterministic) systems whose
spectra share a number of features with those observed for quasiperiodic
oscillations of such sources.

Key words. Binaries: close—stars: oscillations—galaxy: centre—X-
rays: stars.

1. Introduction

Recent observations of bright galactic-bulge X-ray sources have stimulated a
great deal of research. The interest centres mainly on a number of novel features
exhibited by the observed power spectra of these sources. Among these are the
localized power in the shape of a broad peak (hence the name quasiperiodic
oscillations) and various modes of correlation between the peak frequency and the
source intensity.

Various attempts have been made to construct a variety of physical models to
understand the properties of quasiperiodic oscillations in these sources. However,
there is no comprehensive model to account for various patterns of correlated
temporal and spectral behaviour of these sources (see review by van der Klis 1989).

Our aim here is not to put forward a new specific model, but rather to suggest that
the underlying regime(s) operative in these sources may possess divided phase spaces,
comprising of regions of stochasticity and islands of periodicity. Such regimes are
appealing for a number of reasons. Generally they have the important property of
generecity, in the sense that Hamiltonian systems with more than two degrees of
freedom are in general neither purely integrable nor stochastic. More specifically,
such regimes share some of the spectral features observed in QPOs such as the
existence of broad peaks and the presence of low frequency noise. In addition
because they are commonly fragile (Tavakol & Ellis 1988; Coley & Tavakol 1992) in
the sense of having different qualitative types of behaviour under small perturbations,
both in the system itself or its initial conditions, they can potentially account for the

33



34 R. Tavakol & H. P. Singh

observed diversity in the spectral behaviour of such sources within one theoretical
framework.

In the following we give a simple example of a system with a divided phase space
which shares some of the observed features of these sources.

2. Stochastic oscillations

As an example of such a system we consider one of the simplest systems which arises
in the study of nonlinear oscillations. This is a two-dimensional discrete system
(referred to as Chirkov-Taylor or standard map) of the form:

Xno1 =X, +k  sin(¥,)

Ype1 = ¥y + Xppr  mod2m, @
where (X, Y) are action-angle variables, n = 0, 1,... denote the discrete times or the
number of iterations of the map and k is a real control parameter. Despite its
simplicity the above system arises in a number of important physical settings. For
example system (1) describes the motion of a charged particle in a uniform magnetic
field subject to a periodic potential applied within a small region of the particle’s
trajectory (Zaslavskii & Chirkov 1972). More generally the standard mapping (1) can
be visualized as a kicked rotor that describes the motion near the seperatrix of a fairly
general nonlinear resonance (Chirkov 1979). This setting is relevant for the modelling
of QPOs, keeping in mind the beat frequency scenario that has been successful in
accounting for QPOs in many of the galactic X-ray sources

We shall not delve deeply into the detailed properties of the system (1) but mention
briefly that depending on the value of the parameter k it can have extremely varied
and complicated types of behaviour ranging from purely regular at k= 0 to
extremely chaotic at large k. For intermediate values of k ( = 1), ( system (1) has a
complicated divided phase space containing both periodic components (in the shape
of islands m a hierarchy of scales on which the motion is regular) and chaotic regions.
This type of chaotic motion can be viewed as a state of transition from regular to truly
chaotic regimes.

A great deal is known about the behaviour of the system (1) in these intermediate
k-regimes. In particular, studies have been made of the spectral properties of the
above system in its state of transition. The importance of this type of divided phase
space, as far as we are concerned here, is that even the trajectories in the chaotic
regions are affected by the presence of the islands. It has been argued (Beloshapkin &
Zaslavskii 1983) that the presence of islands gives rise to a number of effects: (i) the
occurrence of localized spectra with an effective frequency band Q which increases
with increasing k according to a relation of the form

InQ=a+ bk, 2

where a and b are constants. This amounts to a correlation between the central
frequency of the band and the parameter k; (ii) An anomalously large amount of
power in the low-frequency region of the spectra.

As an example, we have calculated the power spectra for the system (1) at a
number of values of the parameter k for a set of initial conditions. Figures 1(a—c)
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Figure 1(a—c). Power spectra for the system (1), with cos(Y,) used as the variable, calculated
with X=0.5, Yo = 0.505 and at different values of k: (a) k = 0.99, (b) k = 1.50, (c) k = 2.99.
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show the spectra corresponding to the parameter values k = 0.99, k = 1.50, and
k = 2.99 respectively. All spectra were calculated using 16384 data points with
cos (Y,) taken as the variable. This choice of variable is made because it represents
the potential and hence may be more meaningful physically, otherwise it does not
alter the basic results. As can be seen, the three spectra show localized power. In
addition the central frequency increases and the frequency band widens as k
increases. We should also mention that as k is further increased, the system becomes
more chaotic, the spectrum tends towards uniformity and the localization of power
disappears, another feature observed in the behaviour of QPOs.

3. Results and discussion

We have seen that despite its simplicity, system (1) can give rise to spectra which
share some of the features observed in the spectra of QPOs of the galactic-bulge X-
ray sources, namely (i) power is effectively localized in a frequency band, (ii) both
the position of the central frequency and the width of the frequency band increase
with increasing k, (iii) presence of substantial amount of low frequency noise, and
(iv) flattening of the spectrum (disappearance of the band structure) at high values
of k

Of course there are other features of the QPOs that the above simple model does
not share, such as the correlation between the frequency and the source intensity
observed for some sources. One could attempt to complicate system (1) in an attempt
to account for such features. As an example note that system (1) is conservative. The
inclusion of a small amount of noise or dissipation might be considered as a
physically meaningful addition. To allow for the latter, we modified system (1) thus:

Xnt =Xp+k  sin(Yy)
Yuy1 = (1 =€) ¥y + X11 mod?2m, ©)
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Figure 2. Power spectra for the system(3), with cos(Y,) used as the variable, calculated at
parameter values Xq = 0.5, Yo = 0.505, k = 0.99 and e = 0.000005.
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where < determines the amount of dissipation present and system (3) reduces to
system (1) for € = 0. Figure 2 shows the effect of a small nonzero < on the spectrum
of Fig. 1(a). Clearly the spectra can vary drastically by such small modifications, a
question we hope to return to in future.

Whatever the merits or limitations of the simple system we have considered here,
we wish to emphasize the potential importance of such generic settings within which
a simple and unified qualitative understanding can be gained regarding the underlying
phenomena operative in QPOs. It is also worthwhile to point out that the type of
behaviour observed for the system (1) is by no means unique but a generic property of
simple systems with divided phase spaces. In this respect it would be of value to
study the width of the frequency band as a function of the intensity of the QPO
sources by employing the observational data and comparing these with relation (2)
given above. Perhaps the most important feature of the systems of the type considered
here is their capacity to produce extremely varied and complicated behaviour as a
function both of their control parameters and their initial conditions. This is
particularly of value considering the ever-increasing complexity in the detailed
picture of QPOs which seems to be brought about by new observations. Finally we
should add that our considerations here might also be relevant to the study of other
astrophysical objects where nonlinearities are present.
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Abstract. Super-active region NOAA 6555 was highly flare productive
during the period March 21st — 27th, 1991 of its disk passage. We have
st udied its chromospheric activity using high spatial resolution Ha
filtergrams taken at Udaipur along with MSFC vector magnetograms. A
possible relationship of flare productivity and the variation in shear has
been explored. Flares were generally seen in those subareas of the active
region which possessed closed magnetic field configuration, whereas only
minor flares and/or surges occurred in subareas showing open magnetic
field configuration. Physical mechanisms responsible for the observed
surges are also discussed.

Key words. Super-active region—chromosphere—flare activity—mag-
netic field.

1. Introduction

It is observed that stressed magnetic fields are generally present in regions producing
a variety of solar activity ranging from subflares and surges (Hagyard, West & Smith
1993) to energetic y-ray flares (Hagyard, Venkatakrishnan & Smith 1990), however,
not all the stressed regions are necessarily flare productive (Athay, Jones & Zirin
1985; Chen et al. 1994). As magnetic configuration in a super-active region is
complex and dynamic, a simple relationship between the stressed magnetic field and
flare productivity may not exist in such regions. The active region NOAA 6555
observed in the maximum phase of cycle 22 is one such example. A detailed study
pertaining to the evolutionary as well as flare associated magnetic shear variation of
this complex, flare productive active region was studied by Ambastha, Hagyard &
West (1993 — hereafter referred to as paper 1). The evolution of the photospheric
magnetic field and sunspot motion of this super-active region has been studied by
Fontenla et al (1995). However, these studies did not consider detailed
morphological chromospheric evolution and activity of NOAA 6555 in the form of
flaring and surging in its various subareas. In this paper we present results derived
from high spatial and temporal resolution Ha observations taken from the Udaipur
Solar Observatory (USO). The He filtergrams provide information about the location
and type of flares and surges occurring in various subareas of the active region. They
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also help to understand the interconnections between different subareas of the active
region in the form of Ha arcades, fibril structures and filaments. From the extensive
observation of this active region, we have further established that most of the
energetic flares, and recurrent surges occurred around the main trailing negative
polarity sunspot of NOAA 6555 near the locations of two &-spots, as indicated earlier
in paper |I.

NOAA 6555 gave rise to a series of spectacular bright and dark surges, associated
with or without flares. We have attempted to identify the magnetic field structures
involved in these activities from the high resolution He filtergrams. The theories for
surge mechanism are essentially based on the build-up of pressure difference for
propelling the chromospheric plasma along the magnetic fieldlines. These models
involving the formation of plasmoid require the pressure build-up to be generated due
to the magnetic field gradient along the flux tubes (Roy 1973; Pneuman 1983; Cargill
& Pneuman 1984). Schmieder et al. (1993) have pointed out that a surge may be
viewed as energy release that failed to produce a flare. According to them, energy is
released at the higher layers of solar atmosphere by reconnection process and
transported to dense chromosphere by energetic particles guided along the magnetic
fieldlines. These particles increase the pressure at the footpoints. In an open magnetic
field configuration the pressure pulses initiate surges visible in Hea. Another
mechanism for the Ha surges could be by a process suggested recently by Yokoyama
& Shibata (1995) in their hydromagnetic simulations. They have shown that the
reconnection process may lead to a whip-like motion of cool, chromospheric matter,
carried up with expanding loops, and ejected by the sling-shot effect. This process
can generate the Ha surges and X-ray jets simultaneously from microflares. In the
light of these models, we have tried to explain the surge activity observed in Ha
filtergrams of NOAA 6555.

2. Observations

The observing conditions at USO were generally good during the passage of the
active region NOAA 6555 from March 17th to 31st, 1991. This active region
produced around 150 flares of all types as reported in the Solar Geophysical Data
(No. 560, Part I, April 1991). The central meridian passage date of the region was
March 24.6, 1991. The active region was extensively observed at USO during most of
its disk passage from March 21st to 27th, 1991. He filtergrams were obtained by
using a 25 cm aperture spar telescope coupled with a 0.5 A band-pass He birefringent
filter and a 35 mm time-lapse camera, at an average rate of 6 frames per minute. The
images were recorded on a Kodak Technical Pan 2415 emulsion film. The image
scale on the film is 29 arc-seconds per mm and the field of view is 11 x 8 arc-minutes

To study the role of magnetic field configuration in this active region we have
made use of the Vector Magnetograms (VMGs) obtained from the Marshall Space
Flight Center (MSFC). The details of the MSFC vectormagnetograph are described in
Hagyard, Low & Tandberg-Hanssen (1981). Due to a time lag between USO and
MSFC observations, here the MSFC magnetograms are used only to infer gross
features, such as, the polarities of major sunspots, interconnection of Ha loops, fibrils
and arcades, evolutionary features of the active region, and not the rapid changes
associated with transient activities, such as, flares or surges. It is to note that while the
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observing time at USO starts at 02:00 UT and ends at 12:00 UT, the corresponding
start and end times at MSFC are 13:30 UT, and 22:00 UT, respectively. Thus, there is
a time difference of around 11 hours between USO and MSFC in their respective
starting or ending time. Due to this time lag, the rotation of the active region and the
magnetic field changes would make overlaying of the two sets of observations
difficult as well as meaningless. However, we have chosen Ha and VMG pictures for
overlays within less than 5-8 hours of each other by using corresponding images
around the end-time of one station and the start-time of the other. During this period,
at least the gross features in the active region were not found to have changed
significantly.

3. General characteristics of AR NOAA 6555
3.1 Sunspot evolution
Figure 1 shows the major sunspots of NOAA 6555 observed on 23rd through 26th
March 1991, and superimposed contours representing the polarity reversal (or

neutral) line as derived from the MSFC magnetograms. The sunspots of this active
region are designated as F1 to F5 for the following spots, P1 to P3 for the preceding

2IMAR 91

Figure 1. Evolution of sunspots in AR NOAA 6555 during March 23rd — 26th, 1991. The
dash-dotted contours represent the magnetic neutral lines, while dotted contours mark the
locations of the main negative polarity sunspots.



42

Debi Prasad C. et al.

e L s

Figure 2. (Continued).

22.3.91




Chromospheric Activity of NOAA 6555 43

125.3.91 (b)

Figure 2(a and b). MSFC longitudinal magnetograms superimposed on USO Ha filtergrams
of NOAA 6555 taken during March 23rd — 26th, 1991. The solid (dashed) contours represent
positive (negative) longitudinal field levels (+ ve designated by numerals and — ve by letters)
of + 10, + 100, = 500, = 1000, and + 1500G respectively. (No MSFC VMG was available on
March 22nd, 1991). Celestial north is upwards and west on the right.

polarity spots. The neutral lines are designated as NL1 to NL4. For better
understanding of the flare activity, we have divided the active region into four
subareas | to IV as shown in Fig. 1. It is observed that the main following polarity
sunspots F1 & F2, and the two & -spots P1 & P2 around it, underwent rapid evolution
in size, number, and relative positions. It is well-known that sunspot motion can cause
the increase or decrease of the magnetic shear, and at least for a certain class of force-
free magnetic fields, this may lead to energy storage for flares (Nakagawa & Raadu
1972). Observationally, for several active regions, it has been shown that a certain
pattern of sunspot motion lead to flare activity (Gesztelyi & Kaiman 1986 and
references therein). Ambastha & Bhatnagar (1988) have studied sunspot proper-
motion and found that sufficient flare energy build-up occurred in NOAA 2372
during April 4th — 13th, 1981. Major sunspots in NOAA 6555 displayed significant
motion during its most active phase, which has been studied by Fontenla et al. (1995)
exploring the build-up of shear, magnetic energy storage, and the Lorentz forces. By
determining the velocities of selected sunspots derived from their daily positions in
the Debrecen heliographic map, we have found that the sunspots of subarea J
possessed not only relatively large proper motions but also large acceleration as
compared to the spots in subarea Il. Remarkably, it was the subarea | which produced
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Figure 3. Isoshear contours deduced from MSFC VMGs superimposed on USO Ha
filtergrams taken during March 23rd — 26th, 1991. The solid (dashed) contours represent
positive (negative) longitudinal field levels of + 10 G. The thick solid curves represent
the regional shear index of 30, 40, 50, 60 and 70. The regional shear index is defined in paper |
(Ambastha, Hagyard and West 1993). Celestial north is upwards and west on the right.

more energetic flares, while, subarea Il gave rise to only subflares and recurrent
surges.

3.2 Magnetic field and related chromospheric structures

The global evolution of the magnetic field of NOAA 6555 has been extensively
discussed in earlier publications (paper I; Fontenla et al. 1995). Here we will limit our
discussion to some of the gross features of the magnetic field structures as derived
from MSFC magnetograms, with some interesting chromospheric features observed
in USO filtergrams. In Fig. 2, Ha filtergrams of the active region with the overlaid
contours of longitudinal magnetic fields are presented for March 23rd to 27th. As
mentioned earlier, the MSFC vector magnetograms and USO Ha filtergrams were
selected with, at the most, about 5-8 hours time difference during which the gross
features of polarity distributions are not found to have significantly changed as
reflected from magnetic field maps.

The location of the flare and surge activity depends on its magnetic field
morphology. It is known that magnetic field configurations of the active region can be
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inferred from the He filtergrams by dark fibrils and filament structures (Foukal
1971).,In order to investigate the relation of these chromospheric structures with the
flare and surge activity of the active region, we have identified two types of
filamentary structures (cf. Fig. 2): (i) the closed loops having dark, curved features
with compact feet closing at nearby sites (designated by "C"), and (ii) the open dark
filaments having elongated features, with a compact footpoint and the other end
gradually broadening but not apparently closing at a nearby site (designated by "O™).
A system of closed dark Ha loop structures was seen connecting the positive spot P1
and the negative spot F4, indicating the existence of a closed magnetic field
configuration. Further, it is noticed that the footpoints of the closed loops lie in a
highly sheared region, as revealed by MSFC shear map (Fig. 3). On the other hand,
elongated filaments observed near the main sunspot F1 in the region between
subareas | and Il represent open magnetic field structures. Similar dark Ha loop-like
structures were also seen connecting the positive spot P2 with the negative spot F5,
and south of the subarea | with subarea Ill. No such “closed” structures were
observed between subarea 11l and IV except on March 23rd, during a transient period
of a large flare. From the available He observations, it is found that the flares
occurred in those regions where well-defined closed loop structures existed. On the
other hand, regions having elongated filament structures (i.e., open magnetic fields)
were characterized by recurrent surges and subflares.

Fig. 3 shows isoshear contours derived from MSFC VMGs which are overlaid on
USO Ha filtergrams illustrating the areas of strong shear. The local shear parameter,
used in these overlays is defined following the paper 1 as,

Wy = BE‘FX | (I)gbs o @gml = Bij X A‘I’;;,
where B{ is the normalized transverse magnetic field strength at a given point (ij),
while ®pysand ®py are the azimuths of observed and potential transverse fields.

The shear map shows that strongly nonpotential structures existed in
several locations surrounding the dominant sunspot F1, and notably around one
end of closed loops “C” joining P1-F2 and P2-F5. By comparing with Fig. 2, we
further note that these sheared structures were also associated with strong magnetic
field gradients. As reported previously in paper I, flare-ribbons of nearly all Ha
flares observed from USO were also found to form in areas bordering sheared
structures. Interestingly, the neutral line segment NL3 was associated with strong
shear of the order of 60°-70° during March 23rd — 24th, while at the other neutral
line segment NL4 it was only of the order of 30°. However, on March 26th
magnetograms we observed that the shear at NL4 increased from 30° to 60° within a
day. In spite of these variations in shear, noticeably the total shear index in subarea IlI
remained nearly constant with time. This could be accounted either by a local
increase of shear at NL4 combined with a decrease at NL3, or by transfer of shear
from NL3 to NL4. From Fig. 1, it is clear that sunspots P3 and F5 at either sides of
NL4 had been moving closer towards each other in a tangential manner during March
23rd — 26th, thus increasing the observed shear in NL4 segment. On the other hand,
there was a considerable reduction of sunspot intensities and sizes around NL4
during the same period which could reduce the shear. Due to all these factors, it is
not clear as to which of the two processes led to the constancy of the over all shear
index in subarea Ill. It may be pointed out that despite the strong shear
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Table 1. Ha Events of NOAA 6555 from USO during March 21st — 27th, 1991. Flare-times
and importance are taken from SGD No. 565, Part Il (September 1991).

Date Start time Max. time End time Subarea in  Importance
(UT) (UTm) (uT) NOAAG6555 (Ha/X-ray)
March 21st 05:41 05:47 06:17 Iand II IN
08:11 08:25 09:14 I IN
10:29 10:33 10:50 I 2B/M2.6
March 22nd 05:04 05:08 05:37 I SN/C3.5
05:12 05:23 05:45 m SN
05:55 06:01 07:06 I SN
08:30 08:38 09:43 Iand II 1B/M6.3
09:28 09:39 10:09 I and II 1B/M1.0
11:44 11:50 12:19 Iand I 1B/M1.3
March 23rd 02:19 03:11 05:35 II and III 2B/M6.8
05:07 05:11 05:22 I
March 24th 04:59 05:09 05:32 I SN/C6.1
09:25 10:20 10:56 I 2B
March 25th 05:24 05:32 06:04 m IN/ML1.5
08:02 08:10 08:36 I 2B/X5.3
09:35 09:38 09:59 I SF/C4.6
11:24 11:25 12:30 m SN/C8.3
March 26th 08:07 08:14 08:27 Mland IV  SF/C24
09:23 09:29 09:44 I SN/C2.8
11:51 — — I SF
March 27th 09:15 09:31 10:13 Im SF

and considerable magnetic field restructuring, subarea Il did not produce any major
X-class flares.

4. Haflares and surges in NOAA 6555

We shall now discuss the salient features of chromospheric structures, their temporal
and spatial evolution and the variety of activities observed from the high-resolution
He filtergrams taken from USO during March 21st — 27th, 1991. In Table 1, a listing
of the flares and surges observed from USO is provided.

4.1 March 21st—22nd, 1991

Figures 4(a—b) show the time-evolution of the active region during March 21st —
22nd. Dark Hea loops (labeled “C™) and elongated features (labeled “O™) connecting
various sunspots of the active region can be seen in the March 21st/07:40 UT frame
taken during a relatively quiet period. A 1N flare associated with bright surges
occurred in subarea | having closed loop structure (05:56 UT frame), which evolved
later into cooler dark surges spread over several locations (06:05 UT frame). Surges
associated with the brightening of these loops were observed again in subarea | which
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Figure 4 (Continued).
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10:16 (d)

Figure 4 (Continued).
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Figure 4(a—f). Ha filtergrams of NOAA 6555 during March 21st — 27th, 1991 — (a) March
21st, 1991, (b) March 22nd, 1991, (c) March 23rd, 1991, (d) March 24th, 1991, (e) March
25th, 1991, and (f) March 26th — 27th, 1991. Celestial north is upwards and west on the right.
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followed along the open Ha structures adjacent to the closed loops (frames 07:40,
08:16, 08:46 & 10:00 UT). Morphology of these Ha surges resemble the ones derived
from the modeling of slingshot effect following reconnection (Yokoyama & Shibata
1995). A more energetic 2B/M2.6 flare later ensued in this location of repeated
surging and was seen to be associated with more surges in the decaying phase of the
flare (cf. frames at 10:36 & 10:56 UT). The surges in subarea | were essentially
homologous in nature, which is suggestive of repeated and rapid restoration of
magnetic structures required for energy buildup. Several subflares and some
spectacular events of surges were observed in subarea Il situated to the north of the
main sunspot F1. Other two subareas Ill and 1V, were mostly quiet with no significant
activity on March 21st.

The chromospheric activity on March 22nd as shown in Fig. 4(b) was essentially of
a similar nature as observed earlier on March 21st. However, on March 22nd, the
origin of surges shifted to a location between subareas | and Il. Energetic, but
compact flares were observed again around the close loop-like structure in subarea |
(frames at 05:27, 08:53 & 09:37 UT). Similarly, dark surges kept occurring in subarea
Il throughout the day. Some flares took place in subarea Ill near NL3 at 05:12 UT and
09:28 UT. Near this site, the negative spot F5 was found approaching towards the
positive spot P3 in subarea Il where strong magnetic shear developed perhaps due to
the relative motion of these two sunspots (cf. Fig. 3).

4.2 March 23rd — 24th, 1991

The only major flare observed from USO on March 23rd was an extended two ribbon
2B/M6.8 flare starting at 02:19 UT. This flare consisted of a bright He ribbon around
NL3 and an extended but weaker emission at a remote location in subarea IV
(Fig. 4c). A spectacular system of elongated dark arcades was observed between
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Figure 5. Temporal change in the orientation of the arcade system observed on March 23rd,
1991. Time is counted in minutes from the starting time T = 05:37 UT. The solid line is a spline
fit of the data points to show the trend of the evolution of the orientation of the arcade system.
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these flare ribbons. Before this flare, another more energetic 2B/X9 flare had
occurred at 22:45 UT on March 22nd, in this active region (Wang & Tang 1993) and
one might suspect that the dark filaments were perhaps post-flare loops associated
with that flare. It is clear from the BBSO He filtergrams that the 2B/X9 flare was a
compact flare which occurred in subarea |, similar to the previous close-loop-type
flares of that location, and did not spread to other subareas. Further, considering the
dynamics of this arcade system, it is clear that its origin was close to the USO
observing time, associated with the 2B/M6.8 flare which occurred between subareas
Il and IV.

The arcade system was observed to evolve considerably during the 2.5 hours of
observation. It rotated from an obliquely inclined (nonpotential) orientation observed
in the beginning of the event to a more straight (potential) configuration. In order to
see its evolution, we have measured the average angle ® between the arcade system
and the line joining the sunspots F1 and P3, and plotted it as a function of time in
Fig. 5. The rotating arcade system is oriented westward of spot P3 whereas the spot
F1 is situated towards its east. However, since there are no convenient reference
points in the westward region of the arcade system we have chosen the F1-P3 line as
reference. The individual arcades made slightly different angles with the reference
line joining the sunspots F1-P3 at a given time. Hence, an average inclination angle
@ has been calculated for the arcade system. It is noticed that towards the end of the
sequence, the arcades tend to align with the F1-P3 line. The dark arcades perhaps
represented the post-flare loops through which the flare-ribbons were connected and
were no longer present later on March 24th (Fig. 4d). It was one of the very few
energetic flares which occurred in subarea Il despite the high shear observed in that
location (cf. Fig. 3).

During our observing period between 03:00 and 09:00 UT on March 24th, we have
observed no significant flare activity in this active region except for a 2B/M2.0 flare
(Fig 4d. 10:16 and 10:34 UT frames) in subarea | and a SN/C6.1 subflare (cf. 05:57
UT frame) in subarea Ill. The surge activity near the spot F2 was observed similar to
the ones observed on the previous days.

4.3 March 25th, 1991

During the observing period at USO, three subflares occurred in subarea Il as shown
in Fig. 4(e) (filtergrams taken at 07:37, 09:43 and 11:40 UT). Also, a more energetic
multi-ribbon IN/M1.5 flare occurred in the same area around the neutral lines NL3
and NL4 as shown in the frame taken at 05:34 UT. In subarea I, a major 2B/X5.3
flare occurred as seen on the frame taken at 08:10 UT. This subarea consisted of two
well-defined closed loops f 1 and f 2, which had persisted for several days in one form
or the other. There was also a peculiar Ha feature f 3 to the south-west of f 2 which
was indicative of a complex magnetic structure. Prior to this flare, significant
activation was observed in f 2 in this subarea as seen by comparing the filtergrams at
05:34 and 07:37 UT. At a later phase of this flare, around 08:26 UT, a large surge
originated from the northern end of the subarea | as shown in the 08:26 frame. The
filament f 2 in this subarea that was seen activated before the onset of the flare was
largely restored after the flare ended around 08:48 UT. The filament segments f 1 and
f 2 (at 05:34 UT) appeared to have “reconnected” to form a continuous segment at
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09:43 UT after the flare ended. Another dark surge ensued along the open fieldlines
between f 2 and f 3 observed around 10:47-10:56 UT with no associated flare.

4.4 March 26th — 27th, 1991

Flare and the surge activity on March 26th — 27th were mostly confined to the
subareas Ill and to the south of subarea | (Fig. 4f). Filament f 2 of March 25th
became much darker and larger in size on March 26th. It was connecting the location
of the rapidly moving spot P1 and the negative polarity main spot F1. Dark surges
were observed to ensue near P1 as seen on frames at 05:01 and 05:33 UT. Thereafter
a flare occurred at 06:51 UT. In the same subarea | more surges and minor flares were
seen as shown in the filtergrams taken at 08:25, 08:38, 09:29 and 11:51 UT. All these
events underlined the fact that considerable restructuring was still continuing in this
subarea. It may be pointed out that the observed shear had considerably decreased on
March 26th in the subarea I. And a major 4B/X4.7 flare was observed from MSFC in
this same location later at 20:24 UT. This major event indicated that although shear
had reduced significantly in subarea I, enough energy still built-up there perhaps due
to large sunspot motion (paper |; Fontenla et al. 1995). The filament f 2 which was
present in subarea | from the beginning of our observations displayed considerable
activation associated with the flare activity. However, it disappeared during our night-
time between March 26th — 27th. The preceding MSFC observations showed that a
major 4B/X4.7 flare had occurred in the same region. This suggests that a
Disparition Brusque (DB) event, leading to the disappearance of the filament, might
have occurred due to this 4B/X4.7 flare.

No coverage of NOAA 6555 was available from USO and MSFC after March 27th,
1991. However, another major X-class flare was observed on March 29th in subarea |
as reported by the Huairou Observatory, Beijing.

5. Discussion and conclusions

Comparison of Hea filtergrams with MSFC magnetograms shows that various
subareas of NOAA 6555 possessed strong magnetic shear, but their flare productivity
was not related directly to the magnitude of shear. Schmieder et al. 1994 had arrived
at a similar conclusion from the study of another super-active region NOAA 6659
observed in June 1991. We noticed that nearly all large X-class flares of NOAA 6555
occurred in subarea I, even at a stage when shear had considerably reduced there. In
Fig. 6, we have plotted the times of occurrence of C, M and X class flares along with
the daily variation of the area averaged shear index in subarea I, as evaluated from
MSFC data. In the plot, we have included flares observed from USO, MSFC and
Huairou where their precise spatial locations in Ha filtergrams were known. From
available data (Fig. 6) it is clearly seen that out of 5 X-class flares in subarea | only
one occurred when the shear was high. The second one occurred at the start of the
declining phase of the shear. The third flare occurred during the declining phase of the
shear. Although, we do not have the shear data at the time of the 4th and 5th X-class
flares, it seems from the evolution of sunspot and magnetic fields in subarea
concerned; that the declining trend might have continued beyond March 26th,
1991. Therefore it may not be unreasonable to state that in this subarea the majority
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Figure 6. Evolution of daily area-averaged shear index in subarea | and Il where the time of
flares are marked by vertical bars. The longer thick bars represent X-class flares, and the
smaller thin bars correspond to M and C-class flares which occurred in the subarea concerned.
The “+” sign represents the shear index.

of X-class flares occurred during the phase when the shear was declining. On the
other hand, the occurrence of M and C class flares appears to be independent of the
magnitude or the evolutionary trend of the shear index. A similar plot is shown in Fig.
6 for the subarea Ill, which indicates that no major X-class flares occurred there. This
subarea differs with subarea | in that it showed no evolutionary variation of the daily
shear index, while it possessed a larger magnitude of shear. Several flares occurred in
subarea Il throughout the period March 21st — 27th, but none of them were as
energetic as the flares in subarea |. These results further strengthen the emerging
belief that the magnitude of magnetic shear alone is not sufficient for describing the
flare-productivity of super-active and complex regions. It may very well be that the
temporal variation in shear could play an important role in determining the
occurrence of major flares. However, since the actual shear measurements beyond
March 26th, 1991 are not available, this finding at present is not conclusive and needs
further investigation.

Ha filtergrams also showed that energetic flares occurred in subarea | having
closed (magnetic) structures, while recurrent surges occurred in those subareas which
displayed open field structures. In subarea I, some of the major flares were followed
by extensive surges, perhaps due to the activation and partial eruption of a dark
filament at that location. Although the filament f 2 was observed to undergo
significant restructuring during the course of evolution between March 21st — 26th,
its structure was largely restored after each of the major flares. Ultimately, it
disappeared completely following a 4B/X4.7 flare on March 26th/20:40 UT.

Considering the contrast between subareas | and II, where the former gave rise to
energetic flares while the latter produced recurrent surging, it is appropriate to recall
a general description of the surging phenomena, as described in section 1, and isolate
the mechanisms appropriate for the present observations. It is to note that NOAA
6555 had a large flux imbalance due to the dominant negative polarity spot. This
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suggests that parts of the active region probably had fieldlines which were far-
closing, therefore, open enough for surges to occur. Such far-closing giant loops have
been seen in YOHKOH coronal observations connecting remote active regions. On
the basis of the observed Ha features, we propose that the eastern border of NOAA
6555 might have possessed similar open fieldlines.

The large sunspot motion and emergence of new fluxes observed at the
photosphere could lead to reconnection at the coronal level, from where energetic
particles might be transported to the deeper layers of the chromosphere along the
fieldlines. This would lead to heating of the footpoint and building up of pressure. If
the pressure buildup happens to be at the footpoint of open fieldlines, this would lead
to surging activity as seen in Fig. 4(b) (March 22nd/07:01, 08:12 UT frames). On the
other hand, if it happens to be at the footpoint of a closed loop, it would be partly
responsible for compact flares (e.g. Fig. 4(a) — March 21st/10:36 UT frame).
However, if the pressure buildup at the closed loop footpoints is low, the material
would rise up to a certain height of the loop, and then fall back (e.g. Fig. 4(b) — March
22nd/09:07 UT frame). This scenario is consistent with the model described by
Schmieder et al. (1993).

Whereas some of the surges are consistent with the mechanism described above,
there is a morphological resemblance of some other surges with the model described
by Yokoyama & Shibata (1995). Let us consider the region between the subarea | and
Il. Here, in the northern portion, open magnetic field configuration could be inferred
from the Ha structure. Magnetic field reconnection may take place between the
closed and open fieldlines following the flares in this region. As a result, due to the
slingshot effect, surges may occur (e.g., Fig. 4(a) — March 21st/08:16 UT; Fig. 4(b)
— March 22nd/08:53 UT frames). The relation between the field configuration and
the flare-surge activity described above are derived purely from He; morphology of
the active region. Whereas the qualitative nature of the activity might be close to
these mechanisms, it is necessary to make simultaneous measurements of magnetic
field, temperature and density for a quantitative understanding of these events. It is
hoped that suitable observations may be available in the near future for a better
understanding of the underlying flare-surge mechanism.
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Abstract. The energy and angular distribution of electrons as a function
of column densities initially for monoenergetic and monodirectional
electron beams and incidence angles of 0°, 30° and 60° have been studied
by combining small angle scattering using analytical treatment with large
angle collisions using Monte Carlo calculations. Using these distributions,
X-ray and EUV-line flux have been studied as a function of column
density. It is observed that the line flux increases with the increase in
column density, becoming significant at intermediate column densities
where the electron energies and angular distributions have a non-
Maxwellian nature.

Key words. Solar flares: X-ray, EUV line emission—non thermal
particle distribution.

1. Introduction

The evaluation of physical parameters in the context of nonthermal as well as thermal
flare models have been reported by Batchelor et al. (1985, 1989). Batchelor (1990)
discussed some additional results of these investigations and its implications on
models of Bohme et al. (1977). Klein, Trottet & Magnum (1986), Holman, Kundu
and Kane (1989) have analysed individual events using temporal, spectral or spatial
information in the context of both thermal and nonthermal electron populations.
In the nonthermal and thermal models shock wave particle acceleration and
thermal conduction fronts are suggested as most straightforward explanations of
the burst time behavior. Wilson et al. (1990) have analysed VLA observations at
20.7 cm and 91.6 cm and soft and hard X-ray data from the spectrometers aboard
the GOES and SMM (HXRBS) spacecraft. It is found that thermal gyroresonance
emission is shown to be the most probable process for the preflash emission at
20.7 cm wave-length while the radio and hard X-ray observations during the
remainder of the impulsive phase are shown to be consistent with a confined
thermal electron population but are more readily explained by the injection of
nonthermal electrons. The spectra of the 1980 June 27th event (Lin et al. 1981) have
shown an emerging thermal component at energies below 40 keV in addition to
nonthermal radiation at higher energies. Hamilton & Petrosian (1992) dispute the
thermal nature of the low energy component but analysis of data has shown that a
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thermal interpretation is the likely one (Emslie, Coffey & Schwartz 1989). Benka &
Holman (1994) developed a formalism for analysing high resolution hard X-ray
spectra incorporating the coexistence of thermal and nonthermal bremsstrahlung.
They also evaluated both the thermal and nonthermal energetics of the 1980 June
27th event and found good agreement with Lin & Johns (1993) for the accelerated
electrons.

Hudson et al (1994) concluded that the impulsive soft X-ray emission comes from
material heated by precipitating electrons at footpoints and evaporating from the
deeper atmosphere into the flaring flux tube. Peter et al. (1990) have concluded that
future EUV spectroscopy experiments on satellites should be a useful diagnostic tool
for studying nonthermal bursts in the solar chromosphere.

X-ray emission from solar flares in the spectral range (1-10) keV is usually
interpreted as being produced by a thermal plasma at several million degrees of
temperature. Further more line emission of these photon energies cannot be explained
in terms of isothermal models of flares. Instead multitemperature models have to be
postulated (Meekins et al 1970; Neupert 1971). For these reasons, it is necessary to
investigate ionization and recombination processes which occur in a plasma whose
electrons follow a non-Maxwellian energy distribution. The EUV and X-ray line
emission for power law electron distributions have been studied by Landini et al.
(1973), and Haug (1979). However the calculations are for thin target geometry and
effects of multiple scattering on electron energy distributions have not been
considered. Hard X-ray observations of Kane et al (1979) with PVO/ISEE-3 satellites
on-board SMM strongly favours the thick target geometry for X-ray generation
Hoyang et al. (1981).

The electrons accelerated during solar flares travel towards the chromosphere
and encounter increasing densities and lose energy in collision with the ambient
particles. A fraction of the colliding particle energy is converted into bremsstrahlung
X-rays and the rest is given to surrounding medium as heat. Feldman et al. (1994)
speculated that the small emitting region seen in SXT flare images is a pinched
plasma formed by a current that steadily increases with time over the rise part of
the flare. This leads to an increase in temperature until a critical point is reached
when particles are accelerated to energies of several tens of keV. These escape
from the hot plasma, travel down the legs of the flux tube containing the hot
plasma and emit high energy (> 20 keV) X-ray as they encounter the chromosphere,
thus accounting for the impulsive X-ray burst. The current decreases later on,
particle acceleration ceases and the heating of the plasma declines and the hot
plasma cools by radiation (Feldman et al. 1994). Cheng (1990) analysed the UV
spectra for the 1974 January 21st flare, in particular those obtained prior to and
during impulsive HXR burst and summarized the result that transition region plasma
in the flare shows large intensity enhancement and large nonthermal turbulent
mass motion velocity of the order of 100 keV s before the impulsive hard X-ray
burst.

Cheng (1990) found that heating of the preflare plasma to temperatures as high
as 10" K stalled before the onset of the impulsive HXR burst. The density of
the preimpulsive transition region and chromospheric plasma is already high. Line
ratios give a value of 10" cm™ for the transition region plasma. The first
requirement for a collisional model of flare heating is that the energy carried by
nonthermal electrons is sufficient to heat the coronal plasma up to a temperature of
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the order of 10’ K. Assuming a thick target model for electron bremsstrahlung, a
number of authors have shown that the kinetic energy of accelerated electrons
is adequate not only to explain the heating of the soft X-ray plasma but also to
account for most, if not all, the energy of a solar flare (Cheng 1972; Duijveman
et al. 1983; Emslie 1983; Brown 1973). Cheng (1972) studied an impulsive
homogeneous model in which electrons are instantaneously injected over the
whole region and then decay through a collisional process. Syrovatski & Shmeleva
(1972) analysed the opposite case of stationary heating by nonthermal electrons
injected continuously at the boundary of the absorption region. Giachetti &
Pallavicini (1976) have discussed the problem of collisional heating in a more general
way for arbitrary source function of accelerated electrons depending both on space
and time. Emslie (1978) and Macneice et al. (1984) have also studied the heating
function and the role of nonthermal electrons for the heating of chromosphere.
However the effect of electron source directivity and the dispersion in electron energy
and angular distributions about the mean are not included. In this paper, we have
incorporated these effects in computations. Electron distribution used in the
calculations are given in section 2. Computations of X-ray and EUV flux are given
in section 3.

2. Electron distributions

Usually the energy spectrum of the nonthermal electrons above 10 keV is taken to be
in the form of a power law. We consider initially a monoenergetic incident electron
beam, instead of a power law distribution having, energies of 30, 100 and 300 keV.
All these incident beams are characterized by a velocity V. The components of V in a
coordinate system with Z axis are sin « cos ¢, sin « sin ¢ and cos « where « is the
incident angle with respect to vertical direction and becomes the pitch angle in
presence of the magnetic field. We consider electrons injected towards the
chromosphere at 0°, 30° and 60°. Electron transport has been calculated as a
function of height in the atmosphere.

We consider a fully ionized thermal plasma consisting of protons and electrons.
It is assumed that the relativistic beam will be influenced only by coulomb forces
between the beam electrons and the thermal electrons and protons. For chromo-
spheric and coronal plasma, the mean free path determined by minimum scattering
angle is only a fraction of a centimeter, therefore, it is not possible to treat all of the
small angle deflection in a pure Monte Carlo procedure. The condensed history of the
small angle scattering process treated analytically followed by the Monte Carlo
calculations of a single large angle collision process. Details of the calculations are
given in Haug et al. (1985).

In the condensed history, the numerous collision processes with small energy losses
are taken into account by mean energy loss rates. If an electron traverses the distance
d(l) in a plasma of electron or proton particle density n(l), its mean loss dE of kinetic
energy E by small angle scattering which causes a deviation between the limits
O min < @ is given by

-
aE = n(Dd(l) AE%% a8, 1)

9min
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where
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This equation holds for any energy and it refers to the laboratory system where the
target electron is initially at rest. For scattering of electrons by protons and electrons,
the Born approximation is valid for electron energies E > 1 keV. In this energy range,
the minimum scattering angle (Mott & Massey 1965) is given by

h
Omin = —7—, 3)
mcfyD

where h = 2z is the planck constant; m the rest mass of the electron and D the
maximum impact parameter which usually is supposed to be the Debye length;
1

KT\ T\}
D= ( 47re2n) ~ 6.9 (;Z—) cm, 4)

where k is the Boltzman constant; e the electron charge, T°K the plasma temperature
and n(cm™) the particle density. The energy loss according to equation (1) and the
mean square value of the angle depend only logarithmically on Gy,. The results are
therefore very insensitive to the choice of &, Furthermore, since the knowledge
about the temperature and density in the flare plasma is of speculative nature, we take
D = 10(2n)3. The numerical value of D has been chosen in order that it equals the
Debye length for chromospheric heights. Approximating the energy loss according to
equation (2) by AE ~E sin® @and using the cross-section (Roy & Reed 1968)

27r? sin 6 sin 26
dop = =0 1-8 >d6, 5
o A9 (1 — cos ) ( B 2 ©)

where 1 is the classical radius of electron, § = v/c, the velocity of beam electron in
units of ¢, y = (1 — %2 is the Lorentz factor. It can be seen that the variance for
4= 1°is only 0.06 % of the total variance (4. =IV. For 4 = 5° the variance would
be 1.5% of the total variance (4 :’—}). Although this value is not high either, we
choose 6. = 1°, since the calculation of large angle scattering by means of the Monte-
Carlo method can be achieved with plausible expenditure of computer time for § > 1°.
Now it is possible to combine the numerous collisions with small energy losses and
scattering angles 4 = 1° to a condensed history where only the average energy loss is
taken into account. In preliminary investigation (Elwert & Rausaria 1978) this average
energy loss has been neglected compared to the energy loss by a single collision with
6 > 4. When traversing the thermal plasma, the electron will not only lose energy
continuously, but it is also deflected continuously from its original direction.

The average column density for collisions with scattering angles between 6, and
Gnax corresponding to the mean-free path for large angle scattering is given by

N==,
o
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where ¢ is the total cross-section given by

) 2
max drry 1
o= do = Q. 6

/9L By 2 (6)

The larger the value of 4., the larger is the mean angular deflection and the width of
the distribution function.

The aim of our computation is to calculate the energy and angular distribution of
electrons at various locations in the outer atmosphere of the sun. It is assumed that the
particle density n is a function of parameter S. In case of horizontal stratification S is
the height in the atmosphere counted positively downward. The initial energy and
angular distribution of the electrons is given at S = 0, the location of the source of
fast electrons. The particle density n will be represented by the barometric law

n = nee®. )

The relation between S and the path length is S = | cos 6 where @ is the angle
between the electron direction and grad n. We first calculate the free path I, the
electron travels before undergoing the next large-angular scattering (Davis 1963;
Berger 1963; Hammersley & Handscomb 1964). If an electron with energy E(S)
travels within the angle @ relative to primary direction of the electron, the vertical
path | between the ith and (i + Ith collision with scattering angles 6 > 6_ is
calculated from the probability distribution

A(l,s,cos ) =1- g N s, cos @o‘,

where

1 , no &%
N(l,s,cos6) = / noe?(tT st g — 2 (g8t _ 1), ®)
0 acos@

(N) is the column density along the mean free path and o is the total cross-section
(equation 6). Uniformly distributed random numbers R(O < R < 1) are produced by
a random number generator. The free path | corresponds to an end with probability R;
it is determined by R = A(l, s, cos #). By solving this equation for I, the respective
free paths have been determined. The shorter of these two free paths is the free path
actually traversed. During the traversal of this path length I, the electron loses energy
by small-angle deflections and changes its direction by random angle 6 which is
obtained according to Moliere-Bethe’s theory (Moliere 1948; Bethe 1953), using
another random number given by

C= /0 e Qo(6)do.

Where 0 < ¢ < 1. If the electron under consideration with the initial polar angle ©;
relative to the primary direction and the azimuthal angle ¢ collides with an electron
or a proton at a location (S + Icos®;), it has reduced energy E(S + | cos ©;) according
to equation

E[n()] = G+ vV G? + 2mc2G, 9)
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Figure 1(a). Variation of electron energy distribution with column density (no. of Protons
—2
cm™).
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Figure I(b). Variation of electron angular distribution with column density (the initial
electron energy is 300 keV incident at 60°).

where
G = YE(S)/E(S) + mc* — 4nr2 In(81/min)N(L, 5,005 ©,)]
and the new polar angle ®; . ; is related to the initial angle by the relation
C0S ®;.1 = €0s 6 cos O; + sin B;-sin  cos ¢, (10)

where ¢ is the azimuthal deflection angle which is randomly distributed between 0
and 2z. The new azimuth angle ¢ . is determined by

. . in 6
sin(¢ir1 — ¢;) = sin ¢§é: . (11)
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During the following single collision of the electron with the ambient electron or
proton with scattering angle g, and 6.« the electron again loses energy and changes
its direction. Another random number is selected and is used to determine the
scattering angle @ from the distribution

. CART
D(6,E) = —-{,ﬁﬁ&w—)-— (12)
mnx((_ig)de
6, \df
is normalized to 1. The new polar and azimuth angle obtained after single collisions
are again determined according to equations (10) and (11). If in an e — e collision, the
energy of knock on electron exceeds the threshold E., = E¢/20 this is taken into
account in the distribution function of the level (S + I cos ®;). The energies of the two
electrons are given by E; = E — AE and E2 = AE. The angle ¢ of the knock on
electron is calculated from the relativistic formula

2
(y+ 1)tand (13)
However the energy losses caused by e — p collision are negligible.

tand =
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Figure 2(a). Variation of Fy for Fe,, with column density for different values of electron
spectral index. The incidence angle is 0°.
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Figure 2(b). Same as Fig. 2(a) but for Siy;, and electron incidence angle is 30°.

The variation of electron energy and angular distributions are given in Figs. 1(a, b).
We also find that the electrons coming at 60° are stopped at higher heights (lower
column density) and electrons with 0° incidence are stopped at lower heights (higher
column density) (Koul et al 1985). However the general trend of energy and angular
distributions remains the same, becoming broad with the increase in the depth of
penetration for all the incidence angles and energies of electrons (Koul et al 1985;
Haug et al 1985). The number of back scattered electrons, however, increase for
higher incidence angles.

3. X-ray and EUV line flux and EUV rise time

We have considered Siy, and Fe,,, for the calculation of X-ray and EUV flux. For
such highly ionized atoms, it is sufficient to evaluate the strength of an emission line
in a two level approximation including the ground and the excited level i.e. neglecting
cascades via energetically higher configurations low and intermediate energy.
Therefore we follow the reasoning given by Haug (1979) that the ionization
equilibrium of the coronal plasma is established predominantly by thermal processes
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and is not much influenced by direct ionization due to nonthermal electrons. The flux
of line photons is given by Haug 1979 as

ao IH

R ~ By 4l (NHAV)Ekz () (14)

Fy=
where the symbols have the same meaning as in Haug (1979). Haug (1979) has
further shown that the same expression is valid also for thick target geometry.

Using equation (14) and the electron energy distributions calculated by the method
described in section (2) we have studied the line flux Fy as a function of column
density. The variation of the flux Fy with column density for different values of ¢J are
plotted in Figs. 2(a, b). From the figures we notice that contribution to line flux Fy
comes from the higher column density. This shows that the initial contribution of
nonthermal electrons to the production of soft X-ray and EUV lines is negligible.
After a few collisions, the energy distribution becomes broader and all the energies
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Figure 3(a). Variation of collisional ionization rate with column density. The electron
incidence angle is 0°.
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Figure 3(b). Same as Fig. 4(a) but for 30° electron incidence angle.

start contributing to the production of Fy. As a result, Fy increases faster compared
to the value of initial column density. The nature of curves, however, remains the
same in case of Siyy, and Fe,.. The electron energy distributions of a monoenergetic
electron beam tend towards Maxwellian by the time it reaches stopping column
density. As noted earlier, the maximum contribution to line production comes from
the layers close to the stopping column density at which the nature of the electron
distribution is still non-Maxwellian. This means that the nonthermal component
contributes significantly to the X-ray and EUV line production in flares (Bakaya et al.
1988). To check the validity of our calculations, we have compared the line flux with
the OSO-5 observation. Our calculated values are well in agreement with the
observations at discrete values. The measurement of line flux as a function of time
has been carried out by Doschek et al (1980) and Antonucci et al. (1982). These
experiments show that line flux increases with time and attains a maximum value and
afterwards it decreases. The trend of our curves with height is almost the same. If we
convert the column density traversed by the electrons into time, it will take the
electron a fraction of a second to traverse the stopping column density. However the
observations are for a longer duration. This means that one has to assume continuous
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injection of electron beam for the explanation of time development of line profile at
soft X-ray wavelengths.

Line flux due to collisional ionization also has been studied. To compute
collisional ionization rate from a z-times ionized atom, the atomic cross-section given
by Noci et al. (1971) has been used

I\ 'L B~
Tootl = AL (—Ig) Ez[l — e PE L)k ngZem?,

where I, is the ionization potential of the X' ion, Iy the hydrogen ionization
potential and ¢ the number of electrons in the shell from which ionization takes place.
The collisional ionization rate is given by

2\ [ ,
deoll = <—) / Eiacollf(E)dE
m max(E ,I;)

where f(E)dE is the normalized distribution function for electron energies
considering all energies in keV, we get

1 E _
Geon = 275 107100y — 1) =5 |~ 11970, (0182 ) [ em®s™, (1)
| Elp |73 ™\TL

where 8., (X) is the exponential integral function (y + %)order. Using the above
expression we have studied the line flux due to collisional ionization as function of
spectral index and column density for different incidence angles shown in
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Figure 4 (continued).



68 R.Bakaya &. R. R. Rausaria

(b)

1.0 ANGLE OF INCIDENCE =30

0.9 ENERGY =20 keV
0.8

0.7 |-
0.6 ¢+
05
04t
0.3

0.1
-09} '
08}

N/ Nmax.

.06}
.05 -
04}
.03}
oz}

[} [RTYT ST VY IPUS WY U200 T TR 1 B WU UK ¥ U V00 W St IS W
01 23 45 6 7 8 9011 1213141516 171819
ELECTRON ENERGY IN keV —>

() ANGLE OF INCIDENCE =60

————ENERGY =60keV—

21
COLUMN DENSITY =10X |029~|.0X 10

1.0

0.9 F
0.8 |

0.7 +

0.6 -

0.5 |-
0.4 +

N/ Nmax =™

0.3
0.2
0.1

ol 1, 1y 1 PR S I T N WO Y
1516 17 18 19 20 21 22 23
ELECTRON ENERGY IN kev->
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Figure 5. Impulsive solar EUV and hard X-ray bursts rise-time comparison.

Figs. 3(a, b). The collisional ionization rate remains almost constant as a function of
electron spectral index. However it increases with the increase of column density
showing that the maximum contribution to collisional ionization comes from
electrons near the stopping column density.

4. Rise times

The rise of EUV emission is compared with the rise of hard X-ray emission for the
various energy bands of the OGO-5 measurements of three flares in Figs. 4(a, b, ¢)
where the EUV fluxes were corrected by remaining preflare background. The rise of
impulsive EUV emission was found to be usually similar to that of the (9.6-19) keV
X-rays. In some flares, this close agreement extended to the 19.2-32 keV X-rays,
while in other bursts, the rise of EUV emission was slower than that in hard X-rays
for energy bands greater than 32 keV (Bakaya et al. 1987). These results are
independent of the small uncertainty in the EUV rise resulting from uncertainties in
the ionospheric electron loss rates involved in the analysis of each particular SFD.
The fact that impulsive EUV emission rises and decays slower than the X-rays above
32 keV should not be interpreted to mean that these EUV emissions are like the slow
flare emissions observed at soft X-ray and EUV wavelengths. The rise times for the
impulsive bursts discussed above range from several seconds to several tens of
seconds, while the time constants for the slow soft X-ray and EUV emissions are
typically several minutes for rise times and up to several tens of minutes for decay
times. Using the electron distribution we have studied the rise times of EUV bursts. A
look at the observed time profiles of EUV (Fig. 5) shows that it is steeper in the
beginning and becomes flatter afterwards.
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To explain this we have taken electron energy distributions in a fixed energy
interval with initial electron energies of 20 keV, 30 keV and 60 keV as function of
height. By taking slopes of energy distributions we find that it has the same trend as
the observed one. This can be explained theoretically using the fact that in the
beginning, the number of low energy electrons is smaller and it increases with the
increase in column density. With the increase of low energy electrons at higher
column density, the curves become flatter. The same results are obtained over a range
of electron and proton energies. However the calculations are found to be sensitive to
the choice of density models. A beam of high energy electrons injected towards the
photosphere will be absorbed in a fraction of a second. However we find that rise
times are often of the order of a few seconds. There can be two possibilities. First the
electrons coming at higher incidence angles will remain trapped and will keep
moving between the two conjugate points. The second possibility is that there is
continuous injection of the electron beams. The second possibility seems to be more
reasonable. Our calculations of hard X-ray and EUV rise times carried out so far
favour nonthermal and thick target contribution.

5. Summary and Conclusions

We have considered a monoenergetic beam of electrons directed towards the
chromosphere and have studied the evolution of electron energy and angular
distributions as a function of column density. Using these distributions, character-
istics of X-ray and EUV line emission and EUV rise times have been computed and
compared with observations. Our calculations support X-ray and EUV line emission
at higher column density (low altitudes), showing the importance of beamed thick
target model. Our calculations show that the dynamical interactions of the electrons
influence the characteristics of hard X-rays to a large extent. Klein et al. (1986) have
detected a preflare phase by studying the hard X-ray emission rather than the times of
the highest counting rates that are usually emphasized. They argue that peak flux
depends not only on the energization process but also on dynamical evolution of the
particles. Our results are consistent with the above arguments. In conclusion we
say that non-thermal processes play an important role on EUV and hard X-ray
characteristics which in turn are dependent on dynamical electron interaction and
acceleration processes.
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Abstract. We discuss the origin of the optical jets and the apparently
associated cloud of QSOs in NGC 1097. There is a simple explanation for
the jets in terms of ejection trails of supermassive black holes. In this
interpretation, the trails provide the first direct evidence for the non-
conservation of linear momentum in a two black hole collision. The
cluster of quasars at the end of the jets is then naturally associated with
objects which have been ejected by the merging pair of black holes. It is
possible to interpret the spectral lines of these QSOs such that half of
them are blueshifted relative to NGC 1097 while the other half is
redshifted. We infer that the objects in the QSO cluster are not real QSOs
but probably collapsed objects of lower mass. We argue that these objects
are likely to represent the hypothetical population Il black holes of Carr
et al.

Key words. Quasars: redshifts of.

1. Introduction

The spiral galaxy NGC 1097 possesses four optical jets which come in two pairs
(Wolstencroft & Zealey 1975; Arp 1976; Lorre 1978). The brightest jet is called Rl
(Wolstencroft 1981) and its opposite pair R4. The other pair is referred to as R2
and R3. The jets R2 and R3 appear perfectly aligned with each other and the nucleus
of the galaxy while the lines of Rl and R4 make a small angle between them. Also it
appears that the lines of Rl and R4 do not cross at the centre of NGC 1097 but have a
crossing point to the south of the nucleus. In addition to the radial or near radial
jets, there is a non-radial jet like feature which may also pass through the crossing
points of jet lines RI and R4. Moreover, at the end of jet RI there is a dogleg feature,
the origin of another jet at nearly 90° angle relative to the line of RI. The jets are
illustrated in Fig. 1 which is adopted from figure 1 of Wolstencroft et al. (1983).

Figure 1 also illustrates the positions of the six quasars discussed by Wolstencroft
et al. (1983). They are actually part of a more extensive quasar complex, a surface
density excess of quasars near ends of the jets Rl and R2 (Arp, Wolstencroft & He
1984, see Fig. 2).

Wolstencroft, Tully & Perley (1984) discuss the physical properties of the jets and
conclude that the optical emission is thermal bremsstrahlung from gas at about 10°¢ K.

73
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Figure 1. Relative positions of the jets Rl, R2, R3, R4 together with the non-radial jet R5
and QSOs (23, 25, 26, 27, 28 and 29, the numbers correspond to those in Arp et al. 1984)
around NGC 1097 (adopted from Wolstencroft et al. 1983).

The emitting plasma is probably ambient material of NGC 1097, piled up by the
passage of some object or particles traveling along the jet. The jets are about
1h™ kpc wide and 26h™ kpc long (h = Hy/100 kms™ Mpc™) and the upper age
limit for them is a few million years both from the cooling time of the jet plasma and
the linearity of the pattern.

On the other hand, Carter et al (1984) disagree with this and suggest that the jets
are tidal remnants or consist of stars formed from cooling plasma in the jets. The
latter conclusion was based on the rather steep spectrum between IR and optical
which together with the radio upper limit seems to rule out both synchrotron radiation
and thermal bremsstrahlung at 10° K.

In the following we discuss the types of events which may arise when mergers of
galaxies bring large numbers of supermassive black holes together in the centre of the
merged galaxy. The resulting disintegration process has features which suggest an
application to NGC 1097.

2. Few black hole processes

The process of creating systems of many black holes in multiple mergers of galaxies
has been described by Valtaoja, Valtonen & Byrd (1989), Mikkola & Valtonen (1990)
and Valtonen et al. (1994). In the first stage semi-stable binary black holes form
(Roos 1981; Gaskell 1985) and subsequent mergers build up the multiplicity of the
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Figure 2. Positions of QSOs in the field of NGC 1097 (adopted from Arp et al. 1984). Dots
are redshift objects and crosses are possible blueshift objects.

black hole system. Due to the inherent instability of the few body systems many black
holes escape from the galaxy with high speed (Saslaw, Valtonen & Aarseth 1974). In
addition, many black holes merge together. The end result of the few black hole
evolution is a system with many ejections, either one-sided or in opposite pairs, and a
emnant black hole in the centre of the galaxy. Occasionally the ejections are
effective enough to clear the galaxy completely of the supermassive black holes.

To go to the specific case of NGC 1097, the linearity of the jets suggests an age
which is not much greater than a few million years and thus the ejection speeds of
black holes should have been about 10* km s*. At much slower speed the trail,
whether it is composed of gas or stars, would have been created long ago in the inner
parts, and it would have been bent by differential rotation. In the four black hole
experiments of Valtonen et al. (1994) and Pietila et al. (1995), the median ejection
speed of symmetric pairs is 5000 km s™. This is probably close enough to the case of
NGC 1097, but if higher ejection speeds are required they may be obtained by
rescaling the four body experiments of Valtonen et al. (1994).

In fact, the system of jets Rl and R4, together with the non-radial jet pointing to
their crossing point, is like a standard trace of orbits in a four-body break-up (see
Pietila et al. 1995, figures 1 and 2). The break-up starts by a slow one-sided ejection
(non-radial jet) which causes the rest of the system to recoil in the opposite direction.
The remaining three-body system divided itself into binary (jet RI) and an ejected
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Figure 3. The orbits of initially four black holes in the centre of a galaxy. After one merger,
a binary is ejected to the upper left and a single black hole to the lower right. The distance unit
is 1 pc.

third body (jet R4). When the binary finally collapses due to energy losses to
gravitational radiation its centre of mass obtains an additional momentum to a
direction which is generally different from the momentum of the binary itself
(Fitchett 1983; Redmount & Rees 1989). This results in a change in the direction of
the track which in the case of the RI jet of NGC 1097 happens to be about 90°. With
the identification of the RI jet as a trail of the binary, the opposite jet R4 is a track of
a single black hole which cannot experience similar abrupt changes of course.

To give a concrete example, we illustrate one specific case of Pietild et al. (1995) in
Figs. 3 and 4. The nucleus of the galaxy contains four black holes initially. Their
mass values were selected from a (@ = -3) power law distribution extending from
108M, to 10°M,. The approximate mass values in this case were
1.1 . 108M,, 1.2 -108M,, 1.3 - 108M, and 1.3 - 108M,. In a merger of two black
holes the center-of-mass velocity of the merged pair due to anisotropic gravitational
radiation was given as

VCM = 0.4cf (mllmz).fs, (1)

where c is the speed of light and f(my/m,) is a function of the mass ratio m;/m, of
the merged black holes. This function is zero for equal masses and its maximum
value is f (2.6) = 0.01789. The last factor f; is an unknown scaling factor for which
we use f; = 1 (see Pietild et al. (1995) for details). The exact value of f; is not very
important in the discussion below as long as we exclude fs < 1.

Figure 3 shows the initial orbital tracks of the four black holes in the centre of the
galaxy. First a single black hole of approximate mass 1.2 - 108M. is ejected to the
lower right with the terminal speed of 6315 km s*. Then one pair of black holes
merges and as a result of anisotropic gravitational radiation the whole system obtains
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Figure 4. The orbits of Fig. 3 at a later time. The binary black hole collapses after 5.7 - 10°
yr and obtains a kick from the anisotropic gravitational radiation. Therefore its motion is
redirected to the upper right. The distance unit is 1 pc.

a slow motion towards the upper right. The remaining binary recoils to the upper left
with the terminal speed of 2870 km s™.

Figure 4 illustrates the orbits at a much later time. After 5.7 - 10° yr the binary
collapses due to gravitational radiation and the remaining black hole obtains a new
direction of motion towards upper right. The mass of this black hole is approximately
3.7 - 108M,. Accidentally the direction of the gravitational radiation kick was such
that a nearly 90° angle is created between the original path of the binary and the path
of the merged system. This example, even though it is not meant to match NGC 1097
exactly, illustrates the two relevant properties of the orbits of few black hole systems:
(1) the initial ejections are often slightly misaligned from the exactly opposite
directions, and (2) a strong sharp bend of the orbital path may result from the collapse
of an ejected binary black hole system. Both of these features appear necessary in
order to explain the Rl - R4 pair of jets in NGC 1097.

It should be noted that the scale in Figs. 3 and 4 can be freely chosen. Both the
distance scale and the time scale are directly proportional to the mass scale. Since the
mass scale of the supermassive black hole is unknown, it may be used as a free
parameter. Thus one may obtain an exact match with NGC 1097 by raising the mass
scale somewhat.

The other pair of jets R2 and R3 is colinear to the extent that it looks like the trace
of orbits in a break-up of a three-body system (see figures 5 and 6 in Pietild et al.
(1995). As there are no abrupt kinks in these jets, it is not obvious which jet
represents the binary orbit. However, the large balloon-like extension at the end of the
northern jet R2 suggests to us that here again we may identify the site of a black hole
merger. In this case it would become visible by the emission from gas which was
expelled from the accretion disks during the merging of black holes (Basu et al.
1993)..
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Not only are parts of the accretion disks expelled in a black hole merger. Any other
close satellites which the black holes must have had will be ejected in the same
process. The ejection speeds of the satellites often exceed 0.5¢ where ¢ is the speed of
light (Basu et al. 1993). Many of the satellites must be normal stars but they are
difficult to detect individually at the distance of NGC 1097. However, what may be
seen are compact remnants of very old objects such as the proposed population Il
black hole remnants (Lahav 1986). If they exist around supermassive cores then they
also will be ejected at relativistic speeds during the core mergers.

As the cluster of quasars lies more or less at the extension of the jets Rl and R2, the
binary trails in our interpretation, then these quasars are primary candidates for
ejected satellite objects. In the next section we consider the available spectroscopic
information and how well it fits with this idea.

3. Blueshiftd quasars

If the quasars near the ends of the northern jets are ejected objects then we expect that
roughly half of them would come towards us (and be blueshifted in spectrum) and the
other half move away from us (and be redshifted). However, all the spectral shifts
reported by Wolstencroft et al. (1983) are redshifts. Are we somehow missing the
blueshifted quasars?

Along similar lines, it should be noted that extensive work of the Doppler
hypothesis of quasars has been done by Narlikar and coworkers. Narlikar & Edmunds
(1981) examined a hybrid model where in an Arp-Hazard triplet, the quasars at the
end are ejected at relativistic speeds from the middle quasar which is assumed to be at
the cosmological distance. The quasars' redshifts can be explained by their high
speeds of ejection from a centre of explosion (Narlikar & Subramanian 1982), and it
is found that a quasar should emit radiation backwards preferentially (Narlikar &
Subramanian 1983), accounting for the lack of observed blueshifted quasars.
Nevertheless, they predict that there should be a very small but nonzero fraction of
blueshifted quasars and they recommend a more thorough search for blueshifted
spectral lines. They also suggest that perhaps there has been misidentification of
spectral lines in some quasars. The Doppler model can also account for the larger
concentration of quasars and the presence of a close pair with nearly equal redshifts
in the 1146 + 111 field (Narasimha & Narlikar 1989).

Although it is usually stated that no blueshift has been observed in QSOs, as far as
is known to us, no genuine attempt has actually been made as yet to detect a blueshift.
The redshifts of as many as a quarter of quasars (23.2%) reported in current literature
may actually be blueshifts, the reported redshifts being due to possible
misidentification of the observed lines (Basu & Haque-Copilah 1996). Astronomers
usually look into the lines in the ultraviolet/blueshifted region of the spectrum to
match observed lines to determine redshift. Plenty lines now available at higher
wavelengths, including IR region, have so far been ignored and blueshift has never
been considered as a possibility. Furthermore, it is often argued that high quality data
usually demonstrate redshift without ambiguity. It should be emphasized that it is not
the purpose of this paper to propose that all QSOs are blueshifted. Only a small
subclass of them are possibly blueshifted for which high quality data may not be
available. Literature search would reveal that there are many uncertainties in
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identification of emission lines used currently for redshift determination. It may be
noted in this connection that only 70% of the line identifications in the literature are
correct and as many as 50% may be unknown or incorrect (Savage et al. 1984), while
flux accuracy ranges between 20 and 40% (Osmer & Smith 1982).

We also know that Lya, CIV, CIII and Mgll, the four standard lines are expected to
be broad and strong. However, they have also been reported medium, weak and
narrow (Burbidge & Burbidge 1967). The same lines, as well as Ha and [OIll] have
been found of highly variable width by Richstone & Smith (1980). Schneider et al.
(1991) reported "unusual profile" and "extraordinarily weak" CIV lines. Again, it is
known that Ha, HpS, Hy, [Olll] are expected to accompany one another, and Fell
should be seen below Mgll. But redshift measurements in published literature show
that these lines have been seen without their expected followers. Furthermore, lines
like [OI11] 4959 and [OIlI1] 5007, [Ol11] 4363 and Hy 4340, as well as NIl 3869 and
NIl 3968 may not be observed separately unless the resolution is good enough (more
than 100A).

It is well known that at least two reasonably strong emission lines must be available
within the observing window, 3300 A to 6900 A (Basu 1973), for identification and
redshift determination. However, the two observed lines can equally be identified
with some other pair of lines from the search list at higher wavelengths, the latter
having been blueshifted, instead of the pair actually used for identification being
redshifted. If the observed spectrum has a third or fourth line they can also be fitted
by blueshifting of additional lines from the search list. Prism technique which
discovered about 60% of the QSOs in the catalogue of Hewitt & Burbidge (1993)
offers resolution of 100 to 150 A (Savage et al. 1984, 1985). An error of +(100-
150) A in determining observed wavelengths Ao: and Aoz inside the observing
window 3300 A to 6900 A (Basu 1973) implies the greatest possible error of 0.02899
to 0.0969 in the ratio of Aot/ Ao2. Within +0.02 of the wavelength ratio of the line
pairs used in redshift measurements (note, minimum value of greatest possible error
in prism technique is 0.029), 100% of these pairs would match (i.e., have same ratio
as) some other pairs of lines in the search list at higher wavelengths used for blueshift
measurements in our analysis. The same is true for the third and fourth line if seen in
the spectrum. Furthermore, lines used in blueshift measurements are found to yield
blueshift values within £0.01 of each other which can be compared to the accuracy of
+0.01 in redshift measurements (Kunth & Sargent 1986). We therefore conclude that
the wavelength ratio giving the 'shift' (red or blue) within +0.01 is the best tool for
line identification.

We looked into the spectra of all the quasars in the lists of Wolstencroft et al.
(1983) and Arp et al. (1984) with a view to re-examine the identification of the lines.
As far as is known to us, these are the only observations available for these objects in
the existing literature.

Re-examination of the spectra of the cloud of QSOs around NGC 1097
(Wolstencroft et al. 1983; Arp et al. 1984) led us to new identifications of the
easily detectable lines. We have used the search lists for redshift determination by
Basu (1973) and blueshift determination by Valtonen & Basu (1991), and by Basu &
Haque-Copilah (1996). Wolstencroft et al. (1983) and Arp et al. (1984) fitted the
spectra to two of the four major emission lines expected in the quasar spectrum, viz.,
Lya 1216, CIV 1549, CIIl 1909, and Mgll 2798. All of these lines being in the
ultraviolet region, for obvious reasons none appears in the search list for possible
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blueshifts of the objects which rightaway eliminates the possibility of even detecting
blueshift in the spectra. Secondary predicted features have been indicated in the
spectra although in many cases these are doubtful.

Narrowing of the lines is expected as a result of blueshifts, although this may be
offset by many other broadening mechanisms present at the seat of origin of the
spectra (Burbidge & Burbidge 1967; Osterbrock & Mathews 1986). With these
riteria in mind, Table 1 has been prepared consisting of 19 objects out of 32, i.e.,
59%, for which spectra are available in Wolstencroft et al. (1983) and Arp et al.
(1984). As would be noticed in Table 1, almost all lines including secondary features
in observed spectra of the 19 QSOs, each consisting of 3 to 4 lines, can be explained
in terms of blueshift.

Column 1 of the table gives the identification number by Arp et al. (1984) in the
field surrounding NGC 1097. Column 2 gives the common coordinate name of the
quasar. Column 3 lists the observed wavelengths of the lines in the published spectra.
The emission line identifications of these lines by Arp et al. (1984) and by
Wolstencroft et al. (1983), supplemented in some cases by our own suggestion, are
given in column 4, together with the redshifts (column 5). The alternative
identifications and blueshifts are given in columns 6 and 7 respectively, together
with notes on the spectra in column 8. The usual spread in redshift values is within
+0.01 (see e.g., Kunth & Sargent 1986). Table 1 would show that the spread in the
blueshift values in some objects is larger than +£0.01. However, it would also be
found in Table 1 that the spread in redshift values in the same objects as well as in
few others is even larger. So, from this point of view, our blueshift identification is
better than the published redshift identification. It may be noted in this connection
that the spread in redshift values larger than +0.01 is not uncommon in redshift
literature (see e.g., Schneider et al. 1991; Maxfield et al. 1995). Furthermore, a closer
look at Table 1 would show that Hel 10830 line in blueshift identification lies
systematically in the blue side of its expected position (with respect to the spread of
+0.01). Such an effect is well recognized in some lines in redshift literature (Corbin
1990; Appenzeller & Wagner 1991; Tytler 1992). If further studies confirm this
effect, separate investigation will be needed, as has been done in the redshift case.

Of the 19 objects in Table 1 equivalent width is available for only one, viz., No. 35
(Arp et al. 1984). The ratio of the equivalent widths of the two lines at observed
wavelengths of 5864 A and 3922 A is about 2. This is consistent with the oscillator
strengths of Paschen lines with which they have been identified for blueshift
measurements, as the width of Pa is much larger than that of PS, as expected from
oscillator strengths of the two lines. Table 1 thus clearly demonstrates that blueshifts
for QSOs can be determined when their spectra are re-examined.

4. Discussion

According to Arp et al. (1984) the likely excess number of quasars near NGC 1097
above the expected background is about 7. And it appears that this excess comes
mostly from six quasars near the northern jets.

In Table 1 we propose a blueshift interpretation for three of the QSO's (no. 25:
z = - 0.61; no. 26: z = — 0.70 and no. 29: z = — 0.69). The remaining three appear
truly redshifted (no. 23: z = 0.89; no. 27: z = 0.53 and no. 28: z = 0.34). In terms of
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ejection speed, these represent velocities in the range 0.28c — 0.56¢ either towards us
or away from us.

If the ejections of quasars have happened isotropically in all directions, we would
expect to see the highest values of radial velocity in quasars which are still seen
projected near to the original site of ejection. Those quasars which have been ejected
closer to the plane of the sky have smaller radial velocity components but are found
further away from the ends of the jets. Objects no. 7 (z = 0.374), no. 10 (z = 0.359)
and no. 20 (z = 0.088) in the redshift list and objects no. 10 (z = — 0.421), no. 15
(z = — 0.40) and no. 22 (z = — 0.44) in the blueshift list are candidates for the
ejections near the plane of the sky.

It may also be significant that the blueshift alternatives are found more often for
quasars near NGC 1097 than for quasars at the edge of the fields. We find that
altogether somewhat over one-half of the quasars in the field of Arp et al. (1984) have
blueshift alternatives. In seven cases the radial velocity (redshift) of the quasar is so
high that it must almost certainly be a background object.

The six objects of Wolstencroft et al. (1983) which are our primary candidates for
gjected quasars all have rather equal X-ray fluxes around 2.107*® erg cm= s at 0.5
— 4.5 KeV. In our interpretation this means that all have X-ray luminosities around
10% erg s In the cosmological redshift interpretation the X-ray luminosities vary by
more than two orders of magnitude from one quasar to another. The absolute magni-
tudes of the quasars are around M, =- 13 if they are at the distance of NGC 1097.

Objects with these properties do not really fit into the category of quasars. They are
much less luminous than quasars but much brighter than individual stars, e.g., X-ray
binaries. On the basis of X-ray luminosities their masses appear to be around 10Mg,
(Wandel & Mushotzky 1986). As no known category of astronomical objects would
seem to fit the description, we are drawn to the earlier suggestion by Valtonen & Basu
(1991) that supermassive objects are surrounded by clouds of satellite black holes,
typically three orders of magnitude less massive than the standard "central engine"
black holes. Black holes of this kind were introduced first as forms of dark matter and
as the first generation of stars in galaxies, so called population IIl stars (Carr 1978;
Carr, Bond & Arnett 1984). NGC 1097 may offer the first opportunity to study these
objects directly.

The explanation of the kink in jet Rl as a change of momentum due to asymmetric
gravitational radiation in a merger of two black holes would provide the first evidence
that such momentum changes actually occur. In addition, a concrete case like this can
be used to set a lower limit on the magnitude of the centre-of-mass velocity generated
during the merger the value of which is very uncertain on theoretical grounds
(Redmount & Rees 1989).

It has been shown (Valtonen et al. 1994 and Pietila et al. 1995) that ejections of
black holes of the kind required to explain the jets of NGC 1097 as ejection trails do
occur when binary black holes interact with each other. The initial binaries are wide
enough in order that they survive more than 10° yr inspite of the gravitational
radiation energy losses. After the ejections the remnant binary is more tightly bound
than the original binaries and its lifetime is reduced by about two orders of magnitude
lower than the lifetime of the original binaries. Thus, the ejected binary can barely
escape the confines of the parent galaxy before it collapses due to the gravitational
radiation energy losses. This is what seems to have happened in the northern jets of
NGC 1097.
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The satellites of the supermassive black holes, on the other hand, can have rather
stable orbits. If the satellite orbits are initially about an order of magnitude smaller
than the relative orbit of the binary, the satellites are stable against gravitational
radiation energy losses over the required period (the age of the binary system) and are
initially also stable against the tidal forces of the binary components. However, at the
last stages of the binary collapse the satellite systems are destabilized and many of the
satellites escape with a good fraction of the speed of light (Basu et al. 1993).

As was emphasized by Valtonen & Basu (1991), a sufficient number of ejections is
produced only if the original number N of satellite black hole in a nucleus of a galaxy
is rather large, N =10° It would mean that these satellites would not be merely
peculiar but otherwise insignificant bodies but would actually make a significant
contribution to the mass of the nucleus of a galaxy. And by extrapolation to the rest of
a galaxy, they may also make a significant contribution to the so-called dark matter in
galaxies (see a recent discussion on observational limits by Rix & Lake 1993).

The nice thing about the proposed model is that one can test it immediately. The
new interpretation of the blueshifts in the spectra of some of the objects is easily
tested by extending the spectral observations to the UV-region e.g., by the use of the
Goddard High Resolution spectrograph (GHRS) abroad the Hubble telescope.

For redshifted quasars, the number of spectral lines used for identifications in the
search list outweighs the number of lines available for identification of blueshifted
quasars within the observing windew 3300 A - 6900 A (Basu & Haque-Copilah
1996). In general, there are 17 lines available for blueshifted compared to 27 for
redshifted objects, bearing in mind that the region beyond the Lyman continuum at
912 A is not well known. However, within the UV-band (1100 A — 3200 A) the
scenario changes. All 31 lines are available for identification in the search list for
blueshifted whereas only 13 lines of the search list are available for redshifted
objects. Also, the ultraviolet window is richer in the availability of strong lines for
blueshifting with 10 candidates as opposed to 4 strong lines available for
identification of redshifted objects.

Thus, it should be easier to detect and recognize blueshifting of spectral lines in the
UV-region. For every object listed in Table 1, a series of predicted features can be
searched for from the blueshift value determined. The presence of such lines, if
found, can lead to the confirmation of blueshifts in some of the objects around
NGC 1097.
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Abstract. The inverse Compton scattering of high energy electrons by
photons is discussed and a simple derivation of the total power radiated is
presented. The derivation is completely classical and exhibits clearly why
similar formulas are applicable in the case of inverse compton scattering
and synchroton radiation.

Key words: Radiation mechanisms.

An important radiative process, used in several astrophysical contexts to generate
high energy photons, is the inverse compton scattering. In this process, relativistic
electrons transfer part of their kinetic energy to low energy photons thereby creating
high energy photons. Conventional text book derivation (Rybicki & Lightman 1979)
of this process uses the photon picture, kinematics of electron-photon scattering and a
judicious choice of Lorentz transformations to arrive at the final result: the net energy
transferred per second from electron to photons is

P=g£=iUTC’YZ(

v\ 2 '
= 1
=3 C) Urd, (1)

where or = (8n/3) (e?/mc?)? is the Thompson scattering cross section, Ugg is the
energy density of the radiation field, v is the speed of the electron and
y= (1 _ VZ/CZ)—]./Z

The conventional derivation raises some interesting questions regarding the
nature of this process. To begin with, the final answer has no h dependence,
suggesting that the result has nothing to do with the quantum nature of the radiation.
In other words, there must exist a purely classical derivation of the total power
radiated in inverse compton process. The second interesting feature regarding (1)
is the striking similarity between this formula and the one describing the power
radiated by an isotropic distribution of electrons in a synchroton process. Several
textbooks have emphasized the fact that the net power radiated by relativistic
electrons, moving in a constant magnetic field B, can be obtained by replacing U,
by Uz = (B%8x). In the case of synchroton emission, it is virtually impossible to
provide an interpretation in terms of photons and the derivation is completely
classical.

The above two observations suggest that there must exist an alternative derivation
of (1) based on simple classical considerations. In this note, we shall provide such a
derivation. _

Consider an electron moving with a four velocity u' through a region containing
electromagnetic radiation. Let the stress tensor corresponding to the radiation be
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Ta. The electron, accelerated by the electromagnetic field of the radiation, will
radiate energy and - consequently — will feel a drag (four) force g'. If we can
find ¢' then the rate of emission of energy can be determined from the component
¢°. It turns out that ¢ can be determined quite easily from the following
considerations.

In the rest frame of the electron, the spatial components of the drag force can be
expressed as o;T"; where T¥; is the momentum flux of the radiation in the rest frame
of the electron with u = 1, 2, 3 (Landau & Lifshitz 1979). The spatial components of
the four vector f = o‘TTkluk will have this form in the rest frame of the electron. We
can, of course, add to f' any vector of the form sAu' without altering this conclusion,
since the spatial components of the latter vector will vanish in the rest frame. Thus,
we expect g' to have the form g' = or (Teu* + Au') where A is yet to be determined.
We can fix A by using the requirement that, for any four force, g'u, = 0; this gives
A = -T,u%P’. Hence we find that the drag four force acting on an electron,
moving through a region containing electromagnetic radiation stress tensor T,,' must
have the form

D= op[Tiu* ~ u (Tpuu?)). o)

As far as the author knows, this result has not been stated explicitly in the literature.
A direct derivation of the above formula from the expression for radiation reaction is
given in the appendix. This result remains valid whenever F* does not change rapidly
in the region at which the particle is moving. If that is not the case, one can still
derive an expression for g' but it will involve derivatives of F*.

We shall now use the above formula to obtain the rate of energy emission in the
inverse Compton process and some related cases. In the case of an electron moving
through a radiation bath, we have Ty, =U.,qg dia(l, 1/3,1/3,1/3) and u' = (y ,y V).
Hence

Tl = U,ad’yz(l +v2/3); ,‘jub = Uray(1,—v/3). (3)
From these results, we immediately find that g'— (yf-v,yf) with
f=—torUnyv; —f-v=*%0rUny’. (4)

Since the rate of energy emission by inverse Compton scattering is —fv we
immediately obtain the result (1). The simplicity of the above derivation, compared to
the conventional analysis, is noteworthy.

In the case of a charged particle moving in a magnetic field (taken to be along
the z-axis) we can perform a similar analysis. In this case we have
Te= U dia(1, -1, -1, 1). Simple calculation gives

g = 7T — ul(Tpu®u®)] = oryUs[l — ¥*(1 +v* — 20%)]
= —opyUp[2y* v sin’al, ©)

where v, = v cos a with a being the pitch angle. This is the standard formula for
energy emitted in synchroton radiation by a single charge. For a system of charged
particles emitting synchroton radiation it is usual to assume (v = v¥3 or -
equivalently — (sina) = 2/3. In this case, we find that g° = — (4/3)y(Uz o1 vV9).
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The rate of emission of energy in the synchroton process is therefore
2.2
P= %UTUB'}/ v°. (6)

The correspondence between this result and (1) arises due to two facts. (i) The
structure of T, for a constant magnetic field and (ii) the assumption of isotropic
distribution of velocities for the electrons allowing (V3= (v* /3).

Finally, the equation (2) can also be used to estimate the radiative force on a
charged fluid embedded in a slightly anisotropic radiation field. If the charged
particles in the fluid are moving with non relativistic velocities, then equation (2)
approximates to

v s
gt~ O'TT{; + O‘T—'C—Tg - UT'C—TOO~ (7

We take the slightly perturbed radiation field to have an energy momentum tensor of
the form

. 1 1 1
where STE has a non zero flux J* =8T¥, .In this case we easily find that g* is given by
4

The first term represents the “push” exerted by the radiation flux and the second term
is the drag arising from the inverse Compton effect.

APPENDIX

Consider a particle with charge q and mass m moving in an electromagnetic field F*
which is constant in space and time. The radiation reaction force acting on the
particle is given by

;2 ,(ddt , dd*
8 =34 <_E§-uuk_&s_)' (10)
When F* is a constant we have
Substituting these expressions in (10) and rearranging the terms we get
i_2(q : ka jo i i j
g=3 (’—n-> [(F*Fy)udud — FEFd ). (12)

Using the definition of T., we can write F'Fy as

F'Fy = F'Fy = —(4m)T% + L 6L(F . F™). (13)
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Now we can express g' in terms of T,, alone. Note that
(FRE Y ud ' ~ Fkiij»ti = l,taujui[——47rT]fz + %6;’172]
,  ciw2
— o [~4nT! + L6F?]
= —4m(TYuu)ud’ + 4nTy;, (14)

since the term involving F? = F.F® cancels out. Therefore,

. 87 qz 2 .
gd= 3 (;) [T9u; — (T“buaub)u']
= (%T) [T — (T ugup )i, (15)

with o7 = (87/3) (q%/mc?)%. This relation expresses the radiation reaction in terms of
the energy density of electromagnetic field.

When F* is not a constant, one picks up an additional term on the right hand side
of the form

; _ 2q3 6Fik
Bexes = 3 it M-

This additional term is ignorable when F* is constant or when it is due to
electromagnetic radiation with (F*) = 0.

(16)
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Abstract.  Pulsar B1929+10 is remarkable on a number of grounds. Its
narrow primary components exhibit virtually complete and highly stable
linear polarisation, which can be detected over most of its rotation cycle.
Various workers have been lured by the unprecedented range over which
its linear polarisation angle can be determined, and more attempts have
been made to model its emission geometry than perhaps for any other
pulsar. Paradoxically, there is compelling evidence to interpret the pulsar's
emission geometry both in terms of an aligned configuration whereby its
observed radiation comes from a single magnetic-polar emission region
and in terms of a nearly orthogonal configuration in which we receive
emission from regions near each of its two poles. Pulsar 1929+10 thus
provides a fascinating context in which to probe the conflict between
these lines of interpretation in an effort to deepen our understanding of
pulsar radio emission.

Least-squares fits to the polarisation-angle traverse fit poorly near the
main pulse and interpulse and have an inflection point far from the centre
of the main pulse. This and a number of other circumstances suggest that
the position-angle traverse is an unreliable indicator of the geometry in
this pulsar, possibly in part because its low level 'pedestal' emission
makes it impossible to properly calibrate a Polarimeter which correlates
orthogonal circular polarisations.

Taking the interpulse and main-pulse comp. Il widths as indicators of
the magnetic latitude, it appears that pulsar 1929+10 has an « value near
90° and thus has a two-pole interpulse geometry. This line of
interpretation leads to interesting and consistent results regarding the
geometry of the conal components. Features corresponding to both an
inner and outer cone are identified. In addition, it appears that pulsar
1929+10—and a few other stars—have what we are forced to identify as
a 'furtherin' cone, with a conal emission radius of about 2.3°/P*.

Secondarily, 1929+10's nearly complete linear polarisation provides an
ideal opportunity to study how mechanisms of depolarisation function on
a pulse-to-pulse basis. Secondary-polarisation-mode emission appears in
significant proportion only in some limited ranges of longitude, and the
subsequent depolarization is studied using different mode-separation
techniques. The characteristics of the two polarisation modes are parti-
cularly interesting, both because the primary mode usually dominates the
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secondary so completely and because the structure seen in the secondary
mode appears to bear importantly on the question of the pulsar's basic
emission geometry. New secondary-mode features are detected in the
average profile of this pulsar which appear independent of the main-pulse
component structure and which apparently constitute displaced modal
emission.

Individual pulses during which the secondary-mode dominates the
primary one are found to be considerably more intense than the others and
largely depolarised. Monte-Carlo modeling of the mode mixing in this
region, near the boundary of comps. Il and Ill, indicates that the
incoherent interference of two fully and orthogonally polarised modes can
adequately account for the observed depolarisation. The amplitude
distributions of the two polarisation modes are both quite steady: the
primary polarisation mode is well fitted by a x* distribution with about
nine degrees of freedom; whereas the secondary mode requires a more
intense distribution which is constant, but sporadic.

Key words. Pulsars—polarisation—PSR B1929+10.

1. Introduction

Pulsar B1929+10 was among the first few pulsars discovered (Large, Vaughan &
Wielebinski 1968) in the initial international fervour of searches following the
announcement of the first four Cambridge pulsars (Hewish et al. 1968; Pilkington
et al. 1968). With a period of 0.227 s, it was for a time the fastest known pulsar, and
its dispersion measure (DM) of -3.18 pc/cm® placed it closer to the Sun than any
pulsar apart from 0950+08." Subsequent study showed that it had a spindown value
of -1.16 x 107" sec/sec—giving it a By, /P? value of 10.1; we shall say more about
the significance of this below.

Working at Arecibo, Craft (1969) soon discovered that the pulsar had an interpulse
(IP)*> with an amplitude of about 2% that of the main pulse (MP). This discovery was
then followed much later by Perry & Lyne's (1985) identification of what they also
called an ‘interpulse' following the MP about midway between the MP and IP. This
feature is nearly 10 times weaker in amplitude, but much broader than the IP. In order
to avoid confusion, we will refer to this component as the 'postcursor' (PC). Using
interferometry at 408 MHz, these authors also discovered that part of 1929+10's
emission is continuous; the pulsed emission sits on a 'pedestal' of continuous
emission with a relative amplitude somewhat less than that of the PC—that is,
0.151 + 0.016% of the MP peak. Hankins & Fowler (1986) made a comprehensive

! Two pulsars with smaller DM values are now known: the millisecond pulsar J0437-4715 with a
DM V?Iue of 2.65 pc/em® and the 0.8-s pulsar J0108-1431 (Tauris et al. 1994) with a DM of 1.85
pc/cm®.

2 The term 'interpulse’ is here used to mean a secondary region of emission, comparable to the
main-pulse region, but separated from it in longitude by something like half a rotation cycle.
‘Interpulsar’ then denotes a pulsar with such an interpulse. This usage is usual among radio
astronomers who study pulsars; we are aware, however, that the high-energy community uses the
term to mean weak emission between pulses.
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study of 1929+10's IP and determined that it follows the MP by 187.4 + 0.2° at
1 GHz and that its position is virtually independent of radio frequency. This study
also shows the PC and yet another feature on the trailing edge of the MP; see their
figures 2(c) and 3.

The frequency evolution of the MP also attracted early attention. Backer (1976)
identified it as having three profile components—and thus placed it in his triple (T)
class. This was not straightforward as the three components are so closely spaced that
in some frequency bands only two features are apparent. The subtlety of pulsar
1929+10's profile structure is well illustrated in Hankins & Rickett's (1986)
figure 1(i), where five total-power observations spanning the range between 277 and
2380 MHz are given.® At high frequencies the pulsar is among the very few detec-
table at 33.9 GHz (Wielebinski et al 1993), and a 14.8-GHz profile has long been
available (Bartel, Sieber & Wielebinski 1978). Despite the pulsar's small DM, it is
not strong at low frequencies; Izvekova, Malofeev & Shitov (1989) have published a
profile at 102 MHz, but it is only barely detectable using Arecibo at 50 MHz (Hankins
& Rankin 1994).*

As noted in Paper Ill, the published studies of 1929 + 10's fluctuation properties
raise as many questions as they answer. Overall, the pulsar is rather steady, meaning
that most individual pulses nominally resemble the average profile and do not vary
drastically in intensity [see Taylor et al. (1975); figure 3]. Backer (1970), however,
while looking for nulling phenomena, first noted a pattern of weak pulses in '6s and
12s', and although he referred to these as 'null' pulses, no subsequent study has
identified a true population of null pulses according to the usual criteria (Ritchings
1976). Subsequent studies both by Backer (1973) and others (Taylor & Huguenin
1971; Taylor et al. 1975; Nowakowski et al. 1982) confirm broad 'red' features
between 0.05 and 0.12 cycles/period peaking consistently at about 0.09 cycles/
period or a P; of 11.6 periods. Pulsar 1929 + 10 is the only pulsar we know of where
fluctuation-spectrum features are reportedly associated with a population of weak
pulses rather than strong ones.

The large fractional linear polarisation of pulsar 1929+10 was noted very early
(Manchester et al. 1973). It provided a second example (after 0833-45) of a pulsar
whose fractional linear polarisation remains high over the entire frequency range that
it can be observed.®> As with most pulsars 1929+10's fractional linear gradually
decreases at high frequency. Recent Bonn polarimetry, however, shows that it reaches
60% even at 10.55 GHz (Xilouris et al. 1995).

Full period, average polarimetry has been published for 1929+10 at 430 MHz
(Rankin & Benson 1981), 1400 MHz (Rankin, Stinebring & Weisberg 1989; and

® Sieber et al. (1975) have studied the evolution of the pulsar's profile guantitatively—obtaining a
frequency dependence for the separation of its two components of % _put they seem to have
misaligned the 430-MHz profile with those at higher frequencies,so that they consider (in our terms)
components Il and Il at 430-MHz and then | and Il at higher frequencies! An intermediate
frequency profile at 800 MHz is given by Stinebring et al. (1984b) and clearly shows the three
components.

* This detection involved integrating for more than two hours and dedispersing over a 312-kHz
bandwidth with a resolution of just over 1° of longitude. The feed sensitivity was probably about
5K/y.

® This was then all the more remarkable because early Polarimeters often 'lost' some polarization
through non-orthogonality or instrumental position-angle rotation across the passband.
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Blaskiewicz, Cordes & Wasserman 1991), and 2650 MHz (Morris et al. 1981).
Individua-lpulse Polarimetric studies have been carried out at 430 MHz (Backer &
Rankin 1980), 800 MHz (Stinebring et al. 1984b) and 1400 MHz (Stinebring et al.
1984a). Throughout this frequency range the linear polarisation of the MP and IP are
both very large, and there is usually a little negative circular polarisation associated
with the MP. As might be expected for such a pulsar, individual-pulse sequences show
rather little variation in polarisation from pulse to pulse. Indeed, pulsar 1929+10 has
has the highest and most consistent polarisation of any known pulsar (with the probable
exception of the Vela pulsar); for this reason it is by far the most useful calibrator for
polarisation measurements accessible to the Arecibo instrument (Rankin, Rathnasree
& Xilouris 1998).

With emission coming from not only the MP, but from the IP and PC as well, the
linear polarisation angle (PA) can be measured over an unprecedentedly large part of
the star's rotation cycle. Some indication of this can be seen in Rankin & Benson's
figure 3 and Rankin et al.'s figure 22, but much more graphic displays are found in
Blaskiewicz et al.'s figure 22 and Phillip's (1990) figures 2 and 3. At 430 MHz, the
PA can be measured over some 300° of longitude and at 1400 MHz or so, up to about
180° ! Through use of these observations and the single-vector model (Radhakrishnan
& Cooke 1969; Komesaroff 1970), a number of efforts have been made to determine
the pulsar's emission geometry. The most salient feature of these PA traverses is that
they are very shallow—about-1.5°/° for the MP and +0.6°/° for the IP. Using the
data from Rankin & Benson, Narayan & Vivekanand (1982) found that «, the angle
between the magnetic and rotational axes, was 35°, while g, the impact angle of the
sight line, was +23° for the MP and +87° for the IP. Referencing the same
observations, Lyne & Manchester (1988) came to the conclusion that a was about 15°
and that the respective MP and IP § values were 7.5° and —37.5°.

Two different studies about two years later, each based on new, independent,
Arecibo dual-frequency observations attempted to redetermine the emission geometry
of 1929 +10. Phillips' work was carried out at 430 and 1665 MHz, and he found o to
be 30 + 2° and 35 £ 4° and B8 20 + 2° and 21 * 3° at the two frequencies, respec-
tively. Blaskiewicz et al. using a relativistic model of the PA traverse, again deter-
mined values not far different from those of the previous studies; a was found to be
25 + 2°and 27 = 2° and £ 16 £ 2° and 16 + 3° at 430 and 1418 MHz, respectively.
The values stemming from these studies are summarized in Table 1.

Table 1. Position-angle fitting results for pulsar 1929 + 10.

Source « Bup Bip f (MHz)

Narayan & Vivekanand (1982) 35° 23° 87° 430

Lyne & Manchester (1988) 15° 7.5° —37.5° 430

(6°) (4°)

Phillips (1990) 30° +2° 20° £ 2° [80°] 430
35° 1+ 4° 21° £ 3° [91°] 1665

Blaskiewicz et al. (1991) 25° £2° 16° £ 2° 430
27° +4° 16° £ 2° 1418
30° + 10° 3° £ 2° 1418

This paper 31 20° 430
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Needless to say, all of these studies concur in placing pulsar 1929+10 squarely in
the category of single-pole interpulsars. In this view, the magnetic axis can at most be
some 35° from the rotation axis, so that the MP would be produced by a cut through
the emission region associated with one of the magnetic poles and the IP by another
cut about half a rotation cycle later through a weaker region of emission associated
with the same magnetic pole. This geometry is well illustrated by Phillips' (1990)
figure 4.

Very different expectations about the emission geometry of pulsar 1929+10 have
come from attempts to classify it. Following Backer (1976) it was classified
provisionally as triple (T) in Paper Ill, noting that its subpulse modulation was more
core-like than conal. Paper IV attempted to distinguish one and two-pole
interpulsars, and, despite the evidence (noted above) to the contrary, argued that it
was probably a two-pole interpulsar on the basis of its narrow components and large
value of By, /P% The latter places the pulsar in the upper-left region of the period-
spindown diagram, in which pulsars with core-emission-dominated profiles are the
rule. Therefore, we should expect to identify core components in the pulsar's MP
region, its IP region, or both. Apparently, both the primary IP feature and the central
component (I1) of the MP are core components. The former's width, measured
accurately and interpolated to 1 GHz is exactly 2.45°/P*%, the angular width of the
polar cap, making the inferred magnetic latitude angle o essentially 90° and strongly
implying that the emission geometry corresponds to that of a two-pole interpulsar.
The putative MP core component (Il) also has very nearly this same width; it is
certainly no greater than that of the IP, but its width cannot be measured so accurately,
due to the proximity of the conal components around it.

The effort in Paper VI (Rankin 1993a, b) to understand the conal geometry implied
by pulsar emission profiles inherited this dilemma. The nearly 200 pulsars considered
in this study were found to have conal emission beams with very regular properties.
Some pulsars have 'inner' cones with angular diameters pigner Of 4.33°/P%, others
have 'outer' cones with poue 5.75°/P%, and a third group have profiles with both
types of cones. Pulsar 1929+10 was virtually the only well studied pulsar of any
profile class which could not be comfortably fitted into this quantitative description of
the conal emission geometry.

Initially, 1929+10 was viewed as a triple (T) pulsar; this is shown in Paper VI,
Table 5. The magnetic latitude a was taken as 90° on the basis of the width of the
interpulse (and MP comp. Il). The shallow PA traverse (|Ayx/ Ag|) then implies that g
is some 42°, which in turn also makes the radius of the conal emission beam p about
42°. Reference to Paper VI, Table 5 will show that no other pulsar has a p value
remotely this large; if 1929+10 had an outer cone, its conal emission beam radius
would be no more than some 12°. No other set of assumptions seems able to repair
this discrepancy; even with the assumption—against all the PA-traverse evidence—
that our sight line actually makes a central traverse across the core and conal beams,
the resulting p value of 6.6° (= 13.2°/2) is now smaller than that of an inner cone—
that is, 2 x 4.33° /P”* or some 9.1°. One other desperate attempt to reconcile the
pulsar's geometry with that of other pulsars is given in Paper VI, Table 6, where the
assumption is made that it is a conal triple (cT) pulsar with an a value of about 18°.
Here, finally, the dimensions of the outer cone come out about right, but the model
dimension of the inner cone (assumed here to be comp. Il) is much too large—and, of
course, the interpulse geometry is problematic here no matter which way one jumps:
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if the IP emission comes from the same pole, then the IP's narrow width is
anomalous; if it comes from the other pole, then the IP's impact angle must be
some 130°!!

Our principle task in this paper is then to understand pulsar 1929+10's emission
geometry. Is this pulsar really different from the so many others which have such
consistent angular dimensions of their core and conal emission beams? And if so,
why ? To this end, we shall introduce some new observational evidence, and therefore,
in the next section we describe the characteristics of these new observations which
will be used below in our analysis. In Section 3 we take a new look at the properties
of the MP profile, and in Section 4 we present new, sensitive, full period polarization
measurements.

A second task is that of understanding pulsar 1929+10's high linear polarization
and the polarisation-modal construction of its average profile. Thus, in Sections 5
and 6 we explore several polarisation-mode separation techniques as applied to this
pulsar, and in Section 7 we discuss how the two polarisation modes combine to
configure the pulsar's profile. This will, in turn, shed some new light on the conal
emission geometry.

In Section 8 we return to the significance of 1929+10's PA traverse and the
overall question of its emission geometry, and in Section 9 we explore the implica-
tions of the displaced modal emission in the pulsar's profile. Section 10 explores how
the pulsar's PA traverse might be distorted; and finally, in Sections 11 and 12 we give
brief summaries and discussions of our results on geometry and polarisation,
respectively.

2. Observations

The single-pulse observations used in our analysis below come from two programs
carried out at the Arecibo Observatory over a long period of time. The older 430-
MHz observations were carried out in 1973-74 with a single-channel Polarimeter of
2.0-MHz bandwidth and 0.66-ms integration time, giving a nominal time resolution
of about 1.1° longitude. The polarimetry scheme is described in Rankin, Campbell &
Spangler (1975); no means was it then available to correct the Stokes parameters for
the known cross-coupling in the feed, which could produce spurious circular
polarisation at a typical level of about 10% of the linear.®

The newer observations at 430 and 1414 MHz were made in a single observing
session in October 1992. Pulsar 1929+10 was observed as often as possible as a
polarisation calibrator, and fullsky tracks (multiple 'scans' comprising the full time
that the pulsar was accessible to the Arecibo instrument, about two hours of total
integration) were carried out at 430 MHz on the evenings of the 16th and the 26th and
at 21 cm on the evening of the 23rd. These observations sampled the 40-MHz

6 We now know (see Rankin, Rathnasree & Xilouris 1998) that the cross-coupling in the 430-MHz
feed varies markedly across the 10-MHz bandwidth of the feed. Generally, it introduced spurious
circular at a level of some 10% of the linear. However, it was just for pulsars such as 1929+10
which have the smallest dispersions (and consequently the largest-scale scintillation structure) that
the feed could most distort the polarisation. If most of the received power was in a single scintile
near 435 MHz, the spurious circular could be as high as 35% of L.
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correlator, which continuously 'dumped’ the ACFs and CCFs of the right- and left-
hand channel voltages at 400 ps intervals, which were then subsequently sorted out in
time modulo the phase of the pulsar in the online computer.” The higher frequency
observations used a total bandwidth of 20 MHz and the lower 10 MHz. The retention
of 32 lags in both cases reduced dispersion delay across the bandpass to negligible
levels. The resolution was then essentially the correlator dump time or 0.64°.

Individual-pulse observations were also carried out for pulsar 1929+10 at
1414 MHz on October 18th, using a special program to gate the 40-MHz corre-
lator. The time resolution of these observations is a little smaller as the dump time
was 306 ps or 0.49°. In all cases the measured correlation functions were 3-level-
sampling corrected, calibrated, and Fourier transformed to produce raw Stokes
parameters, which in turn were corrected for dispersion, Faraday rotation,
instrumental delays, and all of the known feed imperfections. This procedure, we
believe, has resulted in some of the highest signal-to-noise ratio (S/N) and accurately
calibrated single-pulse polarimetry observations ever carried out. The details of the
technique will be described in a forthcoming report (Rankin, Rathnasree & Xilouris
1998).

3. The main-pulse profile

In the polarimetry efforts at the Arecibo Observatory, we have learned to pay close
attention to pulsar 1929+10. Dan Stinebring (Stinebring et al 1984a) first used this
pulsar as a feed-coupling calibrator in 1981 because of its large and stable
polarisation, and no pulsar within the telescope's view has been found since which
approaches its usefulness as a polarisation calibrator. Therefore, during our October
1992 program, we observed 1929+10 on a number of days for as much as possible of
the 2+ hours that the pulsar was in view. On a few of the days we were able to
observe at 430 MHz (kindly thanking the United States Navy for several brief
intervals free of gratuitous ship-borne radar interference), and on the remainder at
1400 MHz. All of these 'calibration' observations were made in the ‘averaging
mode'—that is, by accumulating the 32-lag ACFs and CCFs in 1024 phase bins across
the pulsar period for typical integration times of 220 seconds. Given the pulsar's
small DM, the dispersion sweep time was negligible compared to the 400 ps dump
time of the correlator, so that the effective time resolution was essentially 1.8
milliperiods or 0.64°.

Apparently, our resolution was smaller than that of earlier measurements, because
these new profiles reveal additional structure in the pulsar's average profile, both at
430 and 1414 MHz. It is hardly surprising that our resolution is better than that of the
older work carried out with inferior techniques. However, both Phillips (1990) and
Blaskiewicz et al. (1991) used the same correlator and polarimetry technique that we
did. Therefore, they must have missed the new structure because the focus of their
attention was on the overall, full period, polarisation-angle traverse.

These new observations are shown in Figure I(a and b), and it is illuminating to
compare them with those in Hankins & Rickett's figure I(i), where we can see the

"The Arecibo 40-MHz correlator is described by Hagen (1987) and the observing software by
Perillat (1988, 1992).
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usual three components of 1929+ 10's triple profile. In the latter's figures at
430 MHz, the prominent components are Il and Ill; whereas at 21 cm, | and Il are
most easily distinguished, and I1l is discernible merely as an inflection on the trailing
edge. The profiles we obtained in Fig. 1 are clearly more complex. At 430 MHz
(Fig. la), we can identify the usual three components as the primary peak (Il), the
secondary peak (Ill), and the second inflection on the leading edge (I). However,
there are also two other identifiable features, both nearly symmetrical inflections on
the leading and trailing edges of the profile, respectively. Note that all of these
features can be discerned both in the total power (Stokes parameter 1) and in the total
linear polarisation L.

A similar situation can be seen in the 1414-MHz (Fig. 1b) profile. Here the usual
three components are now readily apparent, but once again we also see marked
inflections on the leading and trailing edges of the profile. Note that these new
features can also be seen in the linear polarisation. Several earlier Arecibo polarimetry
efforts at 21 cm (Stinebring et al. 1984a: figure 21; and Rankin et al. 1989: figures 1
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Figure 1(a & b). Average polarisation profiles for pulsar 1929+10 at (a) 430MHz (12,197
pulses from 16th October 1992) and (b) 1414MHz (21,703 pulses from 23rd October 1992).
The topmost curve is the total power (Stokes parameter 1); the next is the total linear
polarization (L = V(Qz2+U2)); the third curve is the circular polarisation (Stokes parameter
V); and the bottom curve is the polarisation angle (x=% tan™* U/Q) with occasional 2-¢ error
bars. These profiles have a true resolution s of 400 us or about 0.64°. Error boxes (£ s X £ 2 o)
on the longitude axis near —25° have almost vanished into the widths of the plotted curves.
The three major components are labelled as I-11l1: comps. Il and Il are most easily discernible
at 430 MHz with comp. | visible as an inflection high on the leading edge of the profile,
whereas at 1414 MHz all three components are readily distinguishable. Note, however, the
additional pair of inflections on the extreme leading and trailing edges of the profiles. These
features are denoted as comps. 1 and 5—and the foregoing ones, then, as comps. 2-4,
respectively—throughout the text.

and 22) show these features much less clearly, although the claimed resolution was
marginally better (342 and 386 us, respectively, as opposed to the present 400 ps)
than that here.?

8Apparently, earlier estimates of the dispersion 'smearing' and the effects of the integrator time
constants were overly optimistic.
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Kramer (1994) has also observed 1929+10 at 1400 MHz and then fitted a series of
Gaussians to the profile. His tiny figure 13 does not permit close examination, but it is
interesting to note that he required six Gaussian components to fit the profile, five of
them in just the positions we have discussed above (and one additional to fit the long
slow rise on the far leading edge of the profile). While it is not clear that a Gaussian is
the correct functional form for a component, Kramer's careful fitting work certainly
demonstrates that three components are an entirely inadequate description of this
pulsar's profile. It is also worth noting that the added components are not so much
small in amplitude, but simply so closely spaced that they are difficult to distinguish.

We also observed one sequence of 1414-MHz individual pulses during the same
October 1992 program, and this observation has a slightly better resolution of 306 ps.
The average profile comprised of these 2456 pulses is shown in Fig. 2(a), and we see
that the same five profile features are present. One possible means of assessing the
significance of the several profile features is that of constructing a histogram of the
sample bins in which the individual-pulse maxima fell. This histogram is given in
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Figure 2(a-c). (a) Average 1414-MHz polarisation profile (solid line) comprised of 2456
individual pulses from the observation of 18th October 1992 as in Fig. 1. The resolution here is
slightly better, 306 ps, than that in Fig. 1(b). (b) A histogram of the position of individual-pulse
maxima using the same pulse sequence is shown as a dashed line; the average profile is also
shown for reference, (c) Histogram of 'subpulse’ peak positions calculated as in (b) (see text).

Fig. 2(b) (dashed line). The principal maximum of the histogram, of course, corres
ponds to comp. Il and the lesser maxima to comps. | and Il1l. Note, however, that there
is one further feature at the beginning of the histogram (at ~ —4° longitude) which
seems to correspond to the earliest feature in the profiles, but nothing corresponding
to the trailing feature in the profiles is really apparent.

Instead of looking just for the longitude of peak intensity, any number of additional
peaks can be delineated in a single pulse and then checked to see if they represented a
'subpulse’ of significant intensity (i.e., exceeding 1% or so) compared to the
maximum subpulse intensity. The amplitude of these 'subpulse’ maxima were then
accumulated according to their longitude of occurrence and their resulting total
amplitudes plotted as a function of longitude. The resulting Fig. 2(c) (dashed line) is a
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distribution which closely resembles the overall structure of 1929+10's average
profile. Again, four features are discernible, those corresponding to the usual three
components and the leading-edge feature.

Let us leave this section, then, by simply restating its conclusion: well resolved,
deep profiles of the 1929+10 MP at both 430 and 1420 MHz appear to have five—not
three—features. Therefore, there is a case to be made that 1929+10 is another
example of a five-component (M) pulsar. The usual components of its ostensible
triple profile I, Il and 1l then correspond to 2, 3 and 4 of the five-componented one—
and we shall thus use Indian numerals 1-5 in what follows to enumerate them (Fig. 1
shows this correspondence schematically). The new pair of features is subtle, and so
we should not rush to any immediate conclusions. Let us then leave the question of
their significance in abeyance for the moment and examine other evidence before
attempting to make any interpretation.

4. Full-period, average polarimetry

We have also carried out full-period, average polarisation observations in the manner
reported previously by both Phillips (1990) and Blaskiewicz et al. (1991), and some
of our observations are depicted in Fig. 3. Because pulsar 1929+10 was so important
for overall Polarimeter calibration, some extended observations were made on this
pulsar, which resulted in multiple days of exceptionally sensitive and accurately
calibrated data. Few pulsars have ever been observed with such remarkable
sensitivity. The 430MHz profile in Fig. 3(a) represents the strongest 12 of 27 220-s
(986-pulse) scans, weighted according to their respective S/N ratios, and achieves a
peak intensity to rms off-pulse noise level of fully 40 db. And, as we now know,
pulsar 1929+10 is particularly interesting in this regard because it exhibits emission
over most—if not all—of its rotation cycle. The MP peak in Fig. 3 (a) is constrained
to fall at about 0° longitude in the center of each plot, so that the other major emission
features, 9the IP and PC, can be found at about —173° and +110°, respectively, in
Fig. 3(a).

There are, however, a number of other features in the 430 MHz profile: a break on
the extreme leading edge and a ‘component' on the trailing edge of the MP, and two
other 'components' immediately following the IP. Each of these features is clearly
seen in Phillips' figure 2 and less so in both Hankins & Rickett's (1986) figure 3 and
Blaskiewicz et al.'s figure 22. What is new in Fig. 3(a) are the 'notches' in the leading
part of the PC. These features can also be seen clearly in our 430-MHz observations
on other days, and also are barely apparent in the figures of Hankins & Rickett
and Blaskiewicz et al. referred to above.’® To our knowledge, no such features have
been described in the literature, and thus these 'notches' apparently represent a new

SAll of the profiles in this paper are aligned to that the total power divides equally about 0°
longitude.

Y nterestingly, these 'notches' are not apparent in Phillips' figure, and it is interesting to try to
understand why not, as both observations were made with the Arecibo 40-MHz correlator using the
same bandwidth and dump time. Comparing Phillips' 430-MHz MP profile (see his Fig. 1) with
ours or with Blaskiewicz et al.'s, it appears that his resolution was seriously compromised, either
through observational errors or by smoothing which he did not report. We should bear this fault in
mind in assessing his arguments and conclusions below.
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Figure 3(a & b). Full-period, average polarimetry of pulsar 1929+10 at (a) 430 MHz and
(b) 1414 MHz as in Fig. 1. In each figure the total power is plotted first at full scale and then at
an expanded scale of 100, so that only features below 1 per cent of the MP amplitude are now
visible. The linear and circular polarisation are then plotted at the expanded scale and the PA
as in the foregoing figures.

observational aspect of pulsar emission. While the PC component is also discernible
in the 21-cm profile of Fig. 3(b), the poorer S/N ratio leaves open the question of
whether the 'notches' persist at the higher frequency.
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The polarisation of 1929+10's emission is also very interesting. The fractional
linear polarisation is very large, essentially complete at every emitting longitude
except under the MR How paradoxical it is that the MP, long noted for its large linear
polarisation, is the principal region of longitude at which less than complete linear
emission is found within the profile! The lowest polarisation is associated with the
polarisation mode change on the extreme leading edge of the MP, between about — 50
and —60° longitude, where the emission is rather weak.!* Otherwise, from the trailing
edge of the MP throughout the full extent of the PC and IP, the emission is virtually
fully linearly polarised.

Indeed, over a certain range of longitude the linear polarisation L is running
somewhat in excess of 100%, despite the correction made to it for statistical
polarisation.’? In other longitude intervals (both where there is little power, such as
the IP trailing edge, and where the intensity is high, on the trailing edge of MP comp.
4) the fractional linear polarisation, while large, does not exceed 100%. We found
that this phenomenon persisted in our 430-MHz observations from other days (and it
can just be discerned—with a magnifying glass—in Phillips' figure 1.*), and we have
failed to conceive how its peculiar character might be understood on instrumental
grounds.

We have begun to suspect that the excess linear polarisation is associated with the
‘pedestal'’ of 'baseline' emission which Perry & Lyne (1985) detected in 1929+10 at
nearly the same frequency. The zero levels for all of the Stokes parameters were taken
in the lowest part of the 'noise baseline' between about —86 and —82° longitude—
that is, in just the region in which Perry & Lyne were able to detect the continuous
emission.*

111t also appears that there are minor secular variations in the details of the pulsar's polarisation,
which are particularly apparent in the depolarised region preceding the MP. Note also that the
circular polarisation, which is usually negative (rh), is slightly positive (1h) in Fig. 2(a).

12 1f we define the signal-to-noise ratio S/N as L/ogn-puises the correction we used was Lo =
Law [1 - 0.5/SIN)?], for SIN > 1.25, and Ley = Liaw— VU/2) Gonpuse fOr SIN < 1.25. The
reference of another paper kindly point out that the statistical polarisation correction which one of
us had been using for many years was wrong. In most cases, the effect of this error was trivial (and,
indeed, though Fig. 3(a) has now been plotted with the correct correction, it is indistinguishable
from an improperly corrected earlier version). The referee pointed out, interestingly, that the
statistics of the linear polarisation and (2x) its angle have the same behaviour as those of the fringe
amplitude and its associated phase in interferometry, so that Moran's (1976) statistical development
can be applied as well to polarimetry.

13 Blaskiewicz et al. did not plot their observations in such a way that makes it possible to tell.

% Interestingly, in the presence of a linearly polarised 'pedestal’, registered by a Polarimeter which
(like ours) correlates Ih- and rh-circular channels to obtain the linear Stokes parameters, the
'baselining' of Q and U represent a shift of the Q,U origin away from the usual point of zero in-
phase and quadrature correlation between the circularly polarised channels. If the 'pedestal' PA is
constant in time (or really rotational phase of the pulsar), this shift will have no effect on the
measured linear polarisation of the pulsar. However, if the linearly polarised 'pedestal’ rotates with
the source, the linear polarisation origin established by 'baselining' will not be fixed and will have
an effect on the measured linear Stokes parameters.

One can readily calculate that for a constant intensity, but rotating source of linear polarisation
Lo, the process of taking an instrumental origin at some rotational phase ¢, causes it to appear as a
fluctuating source of twice its amplitude, that is L' = 2L, |sin(¢ — ¢)| . Stokes parameter | for this
same source, measured from an instrumental origin taken at the same point, would be zero because
the power does not vary. Clearly, in this unusual case, L would exceed I.
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The effect on our actual measured L and the PA is more complicated, because it
depends upon how the ‘pedestal’ Q and U align with those of the pulsar emission.
Clearly, any effect will be minimal when the pulsar is most intense and when half a
rotation of the pulsar brings the 'pedestal' PA back to the same orientation as at the
‘calibration point' imposed by 'baselining’ Q and U. While all this may explain why
L exceeds | above, it is difficult to be absolutely sure. A simple way to confirm this
explanation would be to change the point at which the 'baselining' is carried out, but
this is not possible because no change of ‘calibration point' in the possible interval
between about —120 and —70° longitude makes a significant change in the alignment
between the 'pedestal' PA and that of the pulsar. We will have more to say about this
in Section 13 below.

It then remains to comment on the remarkable interval over which the polarisation
angle is measurable. Only in the interval between about —120 and —70° is it poorly
defined, and even here it is hardly random—a smoothed average would seem to give
a very reasonable continuation of the values on either side. Apparently, we have an
unusual opportunity in this pulsar to study the PA traverse as a function of longitude
and to interpret it in terms of the fundamental emission geometry of the pulsar. We
shall turn to this analysis in Section 8 below.

Finally, we turn to the 1414-MHz profile in Fig. 3(b), and it is immediately clear
that the S/N is poorer. Overall, the profile is simpler than its 430-MHz counterpart.
The feature on the MP far leading edge is now stronger; whereas, the 430-MHz
trailing edge ‘components' of both the MP and IP have almost disappeared, and the
PC is weaker, but still discernible. The linear polarisation of the MP trailing edge, the
IP and the MP is still nearly complete, and the far leading edge of the MP still shows
the least polarisation, with the prominent 'mode change' now shifted some 5° later in
the profile. Greatly reduced in extent is the region over which the PA is defined, but it
is still much larger than for most other pulsars.

5. Polarisation-mode structure of the MP emission

Let us now turn to the polarisation-mode structure of pulsar 1929+10's profile. To
some extent we know from the outset that it must be 'simple’, both because the
aggregate polarisation remains high in the wake of whatever depolarisation processes
are occurring and because the star's excellence as a polarisation standard requires that
its polarisation be stable. Nonetheless, we have long known that two polarisation
modes are active in the individual pulses over a broad range of MP longitude, and the
evidence here is that these two modes are very nearly orthogonal [see Backer &
Rankin (1980): figure 14; and Stinebring et al. (1984a): figures 22 and 23].

The lower panel of Fig. 4 shows the polarisation position angle of each longitude
sample (falling above a 3-¢ threshold) in the 1414-MHz observations of 18th October
1992. Secondary-mode activity is seen in the trailing portion of the MP profile,
centered at =~ 3° longitude. There is also a hint of secondary-mode activity at
longitudes earlier than the leading component. It is clear from the figure that only
rarely does the secondary mode dominate the primary one in this pulsar.

Using the model-angle method of polarization-mode deconstruction (Rankin et al.
1988; Cordes, Rankin & Backer 1978), we can take the following representation of
the single-vector model to define the respective primary and secondary-mode PA
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Figure 4. Polarisation-angle frequency for pulsar 1929+10 at 1414 MHz (from the single-
pulse data in Fig. 2), showing the PA distribution with longitude for a sequence of 2456 pulses.
The PA of each sample with L falling above a 3c threshold is plotted as a dot. The average PA
is then superposed as a continuous curve with occasional 2-c error bars. Note the 'over-
exposed' primary polarisation mode track between about -10 and +10° longitude. The
secondary-mode emission is then strongest around +4° longitude. The average PA then
follows the PA of the weak secondary-mode emission on the extreme leading edge of the
profile, and then 'jumps' to follow the primary-mode emission at about —25° when it becomes
dominant under the MR Note the sharp minimum (close to zero) in the fractional linear
polarisation, which coincides with the ‘jump'’; this is the only point in 1929+10's profile
where the fractional linear drops below 50 %.

traverses
1 sin(¢ — ¢o)
A—(A—1/R)cos(¢ — o)’

where x is the PA, ¢ the longitude, R =|dx /d¢]| . the maximum PA sweep rate, and
A a constant which can be computed from the total PA traverse c. between reference

X = Xo -+ tan~ (1)
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longitudes ¢, as

__sing./ tanxc — cos ¢c/|R|

A
1 — cos ¢,

and which is formally equal to sin '/ tan a , where a and { are the angles that the
magnetic axis and the sight line make with the rotation axis, respectively.

Turning now to the 1414-MHz observations shown above in Fig. 2 and taking the
centre of the primary-mode polarisation traverse at about +4° longitude, where the
PA is some —42°, R about —1-4°/°, and computing A from a total traverse x . of 30° at
+15° longitude, we proceed to construct the partial modal profiles. The individual-
pulse samples were compared with a threshold—Stokes parameter L > twice the off-
pulse baseline noise level—and those samples falling below it relegated to a
'residual’ profile. Those samples exceeding the threshold were then accumulated in
the primary- or secondary-mode profiles depending upon whether the computed
sample PA fell within +45° of the model PA.
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These three partial profiles are given in Fig. 5(ac). The primary-mode profile
(Fig. 5a) bears a strong resemblance to the total profile in Fig. 2 but is somewnhat
more highly polarised as expected. It is also missing its long slow rise and the relative
intensity of comp. 4 is reduced. The secondary-mode profile (Fig. 5b) is more
arresting: it consists of a single ‘component’ with a long 'bridge’ of very weak
emission preceding it, and, interestingly, it is not so highly polarised. Careful
examination of the position of this feature reveals that it is coincident neither with
MP comps. 3 nor 4, but rather falls between them, peaking near their common
minimum; it follows comp. 3 by some 2.3° and precedes comp. 4 by about 0.8°.
Reference to the residual profile (Fig. 5c¢) shows that a good deal of power did not
meet the threshold, and most of this is secondary-mode power at longitudes before the
modal PA 'jump' and primary-mode power thereafter. This latter profile represents, at
13%, a significant part of the total profile power, as compared to 6% for the
secondary and 81% for the primary-mode profiles, respectively.
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Figure 5(a-c). Partial, 'mode-separated' profiles for pulsar 1929+10 from the data at 1414-
MHz as in Fig. 2. The first two panels aggregate the individual-pulse samples which exceeded
the noise threshold and fell within + 45° of the primary-or secondary-mode model PA at a
given longitude; whereas the third panel aggregates those samples which were too weak to
meet the threshold (see text). The 100% scales of the three plots in this figure represent,
respectively, 94.7%, 14.3%, and 5.7% of the total profile Fig. 2.

We have made a very similar decomposition using 430-MHz, single-pulse
observations from December 24th, 1974. However, the results are less insightful
because the higher average polarisation at this frequency results in a smaller fraction
of secondary-mode-dominated samples. Such samples comprised only 3.6%, and the
residuals only 2.7%, of the total profile power, respectively. Again, the primary-mode
profile bears a strong resemblance to the total profile, but is relatively weaker and
more highly polarized in the region between comps. 3 and 4. As at 21 cm, the
secondary-mode profile consists of a long, very weak 'bridge’ of emission followed
by a single 'component’, which is closely aligned with the minimum between comps.
3 and 4—following the former by 3.2° and leading the latter by 1.3°. Again, the
secondary-mode profile is not very highly polarised, less than 20% at maximum.



110 Joanna M. Rankin & N. Rathnasree
6. Polarisation-mode structure of the MP emission, revisited

We already have discovered a good deal about the structure of 1929+10's profile: it is
highly polarised (which implies that the primary mode must dominate the secondary
mode by a substantial factor), both polarisation modes are active throughout the full
extent of the MP, and these two modes have nearly orthogonal PAs. Let us then
hypothesize that all depolarisation in pulsar 1929+10 results from the incoherent
superposition of the two polarisation modes. This then implies that the two modes are
themselves fully polarised, and, evidently, orthogonal. Under these favorable
conditions,

Tiotal £ Liotal .
Ipn'mary (secondary) = © ) = ), 2

and we can reconstruct the modal profiles without requiring individual pulses which
must meet a noise threshold.

The results of this procedure are depicted in Fig. 6(a and b) for the 430- and 1414-
MHz observations of Fig. 1, respectively. Here we have plotted only the total power
because, under our assumption, both modes are fully polarised, and thus | = L for
each. The primary mode is plotted with a dashed curve, and the secondary with a
dotted one (plotted 10x and 5x for clarity). There is much to see in these figures.

First, the great preponderance of the power falls in the primary mode at both 430
and 1400 MHz, representing 94.1% and 89.5% at the two frequencies, respectively.
Secondary-mode activity then divides into two regions, a weak one on the extreme
leading edge of the profile and a stronger one which peaks near the intersection of
comps. 3 and 4. The primary-mode profiles resemble the total profiles above, having
three main (and perhaps five total) components. What is remarkable about the
secondary-mode profiles is both their similar form and their utter lack of resemblance
to the primary-mode forms. There is simply no primary-mode feature on the leading
edge of the profile where the secondary-mode profile first peaks, and its second
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Figure 6. (Continued)
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Figure 6(a & b). Empirical reconstruction of the partial polarisation-modal profiles at (a)
430 MHz, and (b) 1414 MHz, using the same observations as in Fig. 1. The primary mode is
plotted with a dashed curve, and the secondary with a dotted one. The latter is also
exaggerated for clarity by factors of 10 and 5, respectively.

‘component’ falls close to the minimum between MP comps. 3 and 4 and appears
completely independent of them.'

This exceptionally clear decomposition of the polarisation modes in a highly
polarised pulsar with a complex profile demands careful consideration. Yes, it does
seem quite plausible in this case that all of the depolarisation results from the
incoherent aggregation of power from the two orthogonal polarisation modes.
However, we must critique this assumption as fully as possible. The fundamental
difference in the form of the two profiles associated with the respective modes
suggests that they are emitted in different places or propagate along different paths to
radiate into our line of sight. We will consider these questions further below.

7. Modeling the modal depolarisation near the component 3/4 boundary

Let us now try to understand more about how these putative ‘orthogonal’ polarisation
modes function to produce the depolarisation seen in pulsar 1929+10's pulse. Given
the pulsar's overall nearly complete linear polarisation, the star provides an unusually
good opportunity to study the character of what depolarisation there is in its profile.
Reference to Fig. 4 illustrates this quite dramatically: at about longitude +4°, where
the fractional linear polarisation reaches a local minimum, we see that there is a
population of relatively strong single pulses which have PAs nearly orthogonal to that
of the majority.

15 Using this method we find that the secondary-mode peak follows comp. 3 by 2.1° and leads
comp. 4 by 0.8° at 1414 MHz, which agrees quite well with the values in the foregoing section. At
430 MHz we find here that the feature trails comp. 3 by 2.0° and leads comp. 4 by 2.3°, placing it
about 1.2° earlier than above.
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Figure 7. Single-pulse polarisation display of a 200-pulse sequence of the 1414-MHz
observations in Fig. 2. The first column of the display gives the total intensity (Stokes
parameter 1), with the vertical axis representing pulse number and the horizontal axis pulse
longitude (a range around the MP peak is shown here), colour-coded according to the left-hand
scale of the top bar to the left of the figure. The second and third columns give the
corresponding fractional linear polarisation (L/1 = VQ? + U? /I) and its angle
(c = 1/2 tan™* U/Q), according to the right-hand scale of the top bar and the bottom-left
bar, respectively. The last column gives the fractional circular polarisation (V/I), according to
the bottom-right bar at the left edge of the figure.
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We see this behaviour in more detail in Fig. 7, which colour codes the polarisation
characteristics of a 200-pulse sequence at 1414 MHz. The time evolution of intensity
() is displayed in the first column, the fractional linear polarisation (L/I) and its
angle in the second and third columns, and the fractional circular polarisation (V/1)
in the fourth. The intensities and angles in these panels are colour coded as shown in
the colour bars at the left of the figure. The ordinate of each panel spans a small
longitude range centered on the MP peak, and the abscissa marks off the entire
sequence of consecutive pulses. The consistently high linear polarisation and shallow
PA traverse from pulse to pulse are immediately striking. Note, however, that this
usual behaviour is punctuated by pulses dominated by secondary-mode emission,
which are unusually intense, much less linearly polarised, and carry the 'orthogonal’
PA. The transitions from primary- to secondary-mode dominance are rapid, most of
them lasting only for a single pulse. We see several prominent groups, however, in
our 2456-pulse observation; a few clusters of two or three—in two cases, 5 and 9—in
the sequence as well as some tendency for such SPM-dominated pulses to follow
each other with a two or three-pulse separation.

Of course, one wonders if these strong, secondary-mode dominated ‘subpulses'
have any statistical regularity, and Deshpande (1997) has kindly provided an
insightful analysis of the pulsar's fluctuation spectrum, which is shown in Fig. 8(a).
There, one sees two significant features: one at 0.1795 cycles/period, or a P3 of
5.57 periods, and a weaker peak at about 0.095 cycles/period, which ostensibly
corresponds to a P3; of some 11 periods—very nearly like the '6s and 12s' which
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Figure 8(a & b). (a) Fluctuation spectra of the first 1000 pulses of the 1414-MHz observa-
tions depicted in Fig. 2. The longitude-resolved spectra are given in the body of the figure with
a reference profile on the left and the average spectrum at the bottom, (b) Block-averaged
difference profiles corresponding to the 5.57-period feature in (a). The constant base profile at
the bottom has been removed from the difference profiles in the field, and their varying total
energy is given at the left of the figure.

Backer pointed out in 1970. The strongest feature is most active near comp. 3, but can
be traced over most of the width of the profile, except near comp. 4; whereas the
latter is most active in the wings of the profile. Of the other minor features in the
spectra, we see only one which is specifically active near the comp. 3/4 boundary—a
weak feature near 3.33 cycles/period. This corresponds, of course, to a P3 of 3, and
indeed, several pairs of secondary-mode dominated subpulses can be seen in Fig. 7
which are just three pulses apart.

The strong 5.57-period feature seems to represent a pure, ~10% amplitude
modulation, and its effect is graphically depicted in Fig. 8(b). Note the way in which
the various profile components stand out in these averages, particularly toward the
peak of the modulation cycle. The behaviour of the weaker feature is more compli-
cated: study shows that it is the alias of a modulation at 0.905 cycles/period, or a P3
of just 1.1 periods. It appears to represent a phase modulation by a function whose
width is considerably greater than that of the profile; therefore, it tends to modulate
the amplitude of the edges of the profile selectively.

Further, it is useful to look at the average characteristics of the minority of
rather intense single pulses, which are dominated by secondary-mode emission.
Fig. 9 gives a pair of partial profiles corresponding to the total profile in Fig. 2(a),
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which segregate those single pulses exhibiting secondary-mode emission at a level
exceeding five standard deviations of the off-pulse noise. The primary-mode domi-
nated partial profile in Fig. 9(a) is virtually identical to that in Fig. 5(a) (where a
threshold of only 26 was used), and this argues that virtually all of the secondary
mode dominated samples fall above the 5- level—we will see that this is more than
true below.

The secondary-mode dominated partial profile in Fig. 9(b) dramatically illustrates
just how curious this group of individual pulses is. Note first that the intensity scale of
Fig. 9(b) is about 4/3 that of Fig. 9(a), leading to the conclusion that the power level
at the comp. 3/4 boundary during intervals of secondary-mode dominance is about
twice that during periods when the primary mode dominates. As expected the linear
polarisation is low, and particularly so following the comp. 3/4 boundary. Comps. 3
and 4 are both unusually strong relative to the other features in the average profile,
and all five components are discernible, most clearly in the total linear power. Finally,
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Figure 9. (Continued)
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Figure 9(a & b). Pulse-by-pulse-separated modal average profiles of the 1414-MHz pulse
sequence whose average is depicted in Fig. 2. (a) The average of those 2095 pulses which
exhibited no secondary-mode emission at a level of 5 standard deviations in the off-pulse
noise, and (b) the average of those 361 pulses which exhibited secondary-mode emission
exceeding the foregoing criterion. The intensity scale of (b) is 1.34 times that of (a).

note the behaviour of the PA; at longitudes near comp. 4 the PA closely follows the
secondary-mode PA track.

One further way of looking at the modal contributions to the total power and total
linear polarisation is given in Fig. 10. Here we plot fractional linear L/l versus total
power in a narrow, five-sample region near the comp. 3/4 boundary for each of the
2456 pulses in the 1414-MHz sequence, whose average is shown in Fig. 2(a). Those
pulses with a PA near the primary-mode track are shown with 'x' symbols, and those
with a PA near the secondary-mode track with an '*'. Here again we see that the
primary-mode dominated emission is very highly polarised and rather weak
compared to the secondary-mode dominated pulses. We see also that the former
pulses are relatively steady in their intensity and that their distribution has some skew
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Figure 10. Scatter plot of fractional linear polarization L/I (corrected as in footnote 12) as a
function of intensity | / (I) for the 2456-pulse sequence at 1414 MHz whose average is depicted
in Fig. 2. The values here are computed in a narrow range of longitude (5 samples) centered on
the boundary between comps. 3 and 4 at about +4° (see Figs. 2 and 9). Pulses with a primary-
mode PA in this region are indicated by crosses, while those with a secondary-mode PA have
asterisk symbols. It is clear that the secondary-mode dominated samples in this region are both
more intense and less linearly polarised than the primary-mode ones. The individual pulses
typically have a S/N of about 30.

toward higher intensities.’® By contrast, the secondary-mode dominated pulses
exhibit a very broad intensity distribution with a mean at fully twice that of the
primary and with rather little skew. This behaviour can also be seen in Manchester
et al.'s (1975) figure 15.

It is tempting to try to model the depolarisation in this region near the comp. 3/4
boundary to explore the following question: can the depolarisation be understood as
the result of incoherent superposition of two fully polarised and orthogonal modal
contributions? Overall, the primary-mode emission from pulsar 1929+10 is so highly
polarised that we may say it is essentially fully linearly polarised. The primary-mode
dominated pulses in Fig. 10 give some indication of what the character of ‘pure'
primary-mode emission might be, but perhaps an even better indication comes from
study of the near leading edge of the profile just below comp. 2, where the fractional
linear polarisation reaches a local maximum of 96% at about 65% of the peak

18 Note that the fractional polarisation of individual pulses can exceed 100% as long as the average
in any intensity interval does not. We see, as expected, an escalating noise contribution to the
uncertainty in L/I at lower intensity. The S/N ratio of these pulses is typically about 30.
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intensity. The intensity distribution at this longitude (over a five-sample region, each
longitude bin of which is first normalized by its mean) has a standard deviation of
0.58 and skewness of 1.66.

In our region of interest near the comp. 3/4 boundary, we can gauge the relative
contributions of the two model modes on the basis of the total intensity and total
linear polarisation; as in equation (2) the total intensity is the sum of two modal
intensities, and the aggregate linear depolarisation is twice the intensity of the
secondary mode. In this region the total intensity is about 54% of the peak intensity
and the fractional linear polarisation is about 57%, making the secondary mode's
relative contribution about 22% (to the primary's 78%) of the total intensity. The
fraction of individual pulses with secondary-mode power at a level exceeding the 5-c
threshold in this region is some 15.4%.

We first attempted to model the two modal intensities I, and Is using y*-distributed
random deviates 2 and yx2 with different degrees of freedom n and m, respect-
tively'’—that is 1, 0.78y%, and 1= 0.22y4'® Using this model it is possible to
get the fraction of secondary-mode dominated pulses about right; but no choice of the
degrees of freedom comes close to correctly modeling the great disparity in the mean
levels of the pulses identified as primary- and secondary-mode dominated (as in
Fig. 10) or their greatly different aggregate polarisations.

A much more successful attempt retained the primary-mode model, but represented
the secondary-mode emission as intense and intermittent. R is a uniform deviate in the
interval 0 to 1; if R exceeds 0.22/a, Iy = 0; otherwise I; = (a + bN), where N is a
Gaussian deviate of zero mean and unity standard deviation and a and b are free
parameters. The model gives a reasonable fit to the observed distributions for m, a, and
b values of 9, 1.4 and 0.1, respectively. The modal ratio is almost exact; 376 pulses are
found to be secondary-mode dominated (as opposed to 377 observed). The means of
the two distributions are also almost exact, 0.81 and 2.04 for the primary and
secondary, respectively (0.81 and 2.03 was observed). Less successful is the fractional
linear polarisation given by the model, some 97% and 34%, respectively (as opposed
to about 90% and virtually 0% observed). Neither does the model replicate the
statistical properties of the primary- and secondary-mode dominated distributions very
well. The worst discrepancy is the small standard deviation (normalized to the mean)
of the model secondary-mode distribution, 0.15 (as opposed to 0.50 observed); the
primary is closer, 0.53 (0.47 observed). The skewness of the model distributions is also
greater than observed, 1.8 and 0.7 for the primary- and secondary-mode dominated
distributions (as opposed to 0.7 and 0.4 observed), respectively.

These problems, notwithstanding, we believe that this modeling provides rather
strong support for the proposition that the depolarisation in pulsar 1929+10 can be
understood in terms of incoherent mixing of two orthogonal, completely linearly
polarised modes. Theory cannot yet begin to tell us what manner of intensity statistics

7 Backer (1971) was the first person, to our knowledge, to find that single-pulse intensity
distributions were often well fitted by y? distributions of a few degrees of freedom.

'8 The random deviates were generated using a modification of the GAMDEYV routine in Numerical
Recipes (Press et al. 1986). For small degrees of freedom, Gaussian deviates may be used to
generate the y’-distributed random deviate as in 126.4.2 of Abramowitz & Stegun (1965); for
larger degrees of freedom, the deviates can be computed from the incomplete gamma function as in
11 26.4.19 of the above work.
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these parent distributions should have, and, lacking such guidance, any choices we
make for the forms of these distributions will be somewhat ad hoc. Using
distributions which are merely well motivated on the basis of the observations, we
have come reasonably close to modeling the depolarisation accurately. It seems
pointless to search for other ad hoc distributions which model the observations better
or even perfectly. Our question has been addressed: mixing of two fully polarised
modes does account quantitatively—and reasonably accurately—for the depolarisa-
tion in the comp. 3/4 boundary region of pulsar 1929+10.

Let us just emphasize one further point: both the primary and secondary-mode
emission from this pulsar is quite steady. We found that the primary mode was fitted
best by a x* deviate with 9 degrees of freedom, implying that its standard deviation is
only about 1/3 its mean value. Similarly, the most successful secondary-mode model
was one which is quite uniform in amplitude, but intermittent in time. The intensity
fluctuations in 1929+10 then stem very largely from the intermittency of the
secondary-mode emission. Why the secondary mode should have this interesting and
noteworthy characteristic is, at present, a matter of speculation.

8. What is the significance of pulsar 1929+10's remarkable PA traverse?

We now return to the question of pulsar 1929+10's emission geometry. As mentioned
above several different groups of investigators have been lured by the unprecedent-
edly large interval over which the PA of this pulsar is measurable and have attempted
to interpret the traverse in terms of the single-vector model. These results are
summarized in Table 1, and it is clear that nearly every attempt—except Lyne &
Manchester's (1988)—has resulted in values of the magnetic latitude around 30° and
values of the MP sight-line impact angle around 20°—and some of the fits yield
values with considerable precision.

None of this is immediately suspect; 1929+10 has a very shallow PA traverse
associated with its MP, which would seem to indicate that f is comparable to «
whatever its value. One might object that the pulsar has a rather complex MP profile
for this putative geometry, but this doubt is hard to carry forward quantitatively. It is
only when one begins to work out the implications of the IP geometry that serious
contradictions begin to emerge. Narayan & Vivekanand (1982) viewed the pulsar as a
two-pole interpulsar and were then forced to conclude that the IP impact angle must
be some 87°! As this was the era when latitudinally extended emission beams were in
vogue (Jones 1980), this geometry, although awkward, could not be dismissed out of
hand. Lyne & Manchester's (1988) values seem to be the least well determined, but,
being so much smaller, could be squared less awkwardly with a single-pole model for
the IP, having an impact angle of 'only' 37.5°.

Phillips (1990) then provided unprecedentedly accurate values for a and Sup. In
that his values are fully twice as large as LM's, B must now lie between 70 and 90°,
no matter whether we have a one-or two-pole interpulsar. This circumstance neatly
points the question about the interpulse geometry. The vogue for latitudinally
elongated beams had faded by the time that Phillips was writing, but, heedless, he
opts in his figure 4 for a single-pole geometry in which the IP emission region lies
fully 80 to 90° from the magnetic pole. Given that 1929+10's IP has a half-power
width of hardly 5°, this now seems utterly preposterous.
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Nevertheless, it is difficult to see how to reconcile this dilemma. A possible hint
comes from the work of Blaskiewicz et al. (1991), who also obtain exacting values of
a and Bwp (now based on a relativistic model of the PA traverse). They note obscurely
that the inflection point of the pulsar's PA traverse lies not near the MP peak, but on
the extreme leading edge of the profile. Given that this completely confounds their
line of interpretation, they raise the possibility of 'nondipolar components' in the
pulsar's magnetic field configuration.

In order to explore these questions further, we also carried out least-squares fits to
the PA traverse of our 430-MHz observations [on 1992 October 16th (Fig. 3a) and
October 29 (not shown)] using the single-vector model (e.g., Manchester & Taylor
1977; equation 10-24). The secondary-mode ‘flip' at about -25° was 'rectified’ by
adding 90°, and the transition region following it unweighted. We then considered
how best to weight the rest of the values in the traverse. In principle, the errors in the
PA are about oonpuse /L, and thus vary from 10™ radians near the pulse peak to unity
in the noise baseline. When the fitting was carried out using these weights, x> was
entirely dominated by the MP region; numerically the fit was quite unstable, and the
remainder of the traverse was fitted poorly. In order to limit the dominance of the MP
region, a lower limit was placed on the size of the errors, first at 0.1°, then at 1.0°, and
finally only regions where I / | pea < 0.005 were fitted.

Our fit to the 16th October observations is shown in Fig. 11, and it is clear that the
dashed curve fits the PA values reasonably well. Indeed, the reduced x* is only about
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Figure 11. Least-squares fit (dashed curve) to the polarisation PA traverse in Fig. 3(a). A
dotted curve shows the residuals to the fit (x5). The polarisation mode change on the MP
leading edge has been rectified by a 90° rotation and the transition region following it
unweighted. Then all points with intensities greater than 0.5% of the peak intensity were also
unweighted (see text). Note the poor fit in the MP and IP regions. Note also that the inflection
point of the fitted curve falls at about — 18° longitude.
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3 when regions around the MP and IP where 1/l > 0.005 are unweighted. The
fitted values of a and pwp resulting from the two day's observations are identical
within their errors at 31.06° + 0.06° and 20.04° + 0.08°, respectively.

We note, however, that the fit is quite poor just in those regions wherein we might
expect the PA to be best determined—that is, under the MP and IP. (The dotted curve
shows the residuals to the fitted data, exaggerated by a factor of 5 for clarity.) Most
damning, though, is the circumstance that the inflection point of the fitted curve—
which is associated according to the single-vector model with the longitude of the
magnetic axis—Ilies some —18.01° + 0.08° before the MP peak. These circumstances
tend to undermine the strength of the geometric interpretations made on the basis of
the single-vector model, and thus the values of a and Byp resulting from any such fit
are of uncertain significance.

Our work confirms the fitted values of Phillips (1990) and of Blaskiewicz et al.
(1991), but this is all. Phillips, mysteriously, finds that the single-vector model fits his
observations satisfactorily, and his figures seem to bear this out. He does not mention
how he weights his PA data and passes over the significance of the offset inflection
point with barely a mention. It is clear, however, in the excellent work of Blaskiewicz
et al. that the fits are poor, and they both notice the position of the inflection point and
regard it as a major issue.

This said, the question still nags as to why pulsar 1929+10's PA traverse should be
so utterly misleading as regards its overall emission geometry.

9. Displaced modal emission and the conal geometry of the main pulse

With all of the foregoing discussion in mind, we come back to the question of pulsar
1929+10's conal emission geometry. Of prime importance is the question of whether
this pulsar is a one- or two-pole interpulsar. Given the unusually large interval over
which the PA is measurable, we might have expected that analysis of its PA traverse
would at least settle this matter definitively. However, as we have seen in the
foregoing section, the single-vector model fits the PA traverse poorly; its inflection
point falls at a point far from what would appear to be the magnetic axis, and there is
adequate reason to suspect that the PA traverse has been distorted and delimited in
some manner.

So, then, if the factors arguing that 1929+10 has a small « value and thus a single-
pole interpulse geometry are compromised, we are left with an abundance of other
evidence indicating the contrary—that is, that the pulsar has an equatorial, two-pole
interpulse geometry and therefore an o value near 90°. Among these pieces of
evidence are the narrow MP and IP profiles and the half-power widths (interpolated to
1 GHz) of the putative core components, the IP and MP comp. 3, both of which are
close to that of the polar-cap diameter 2.45°/P*.

In Paper VI we came to expect that when we understand the basic emission
geometry of a pulsar in terms of its magnetic latitude o and sightline impact angle g,
then the conal emission radii p would assume one of two values, Piner = 4.33°/P*% or
Pouter = 5.75°/P%. As discussed above, pulsar 1929+10 eluded all efforts in this
study to understand its conal beam geometry in these terms. Let us now see whether
the new observational and analytical evidence adduced in the foregoing sections can
help to clarify this dilemma.
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Proceeding now on the assumption that «is about 90° and that £ is near 0° for this
pulsar, the spherical beam geometry of Paper VI figure 2 and equation (2) (see also
Gil 1981) reduces to (1/4) siny = sin (p/2), or, for small angles, to p ~%w, where
is the outside half-power width of a conal component pair (interpolated to 1 GHz) and
p is the conal beam radius, measured from the magnetic axis to the outside half-
power point of the beam.

Turning first to the conal component pair comprised by components 2 and 4, their
w value, scaled to 1 GHz, was given in Paper VI (Table 5) as 13.2°. This implies a p
value which is much too small to associate the pair with an inner cone—and we
now know that it is overestimated, because it does not take into account the existence
of comps. 1 and 5 in the profile. However, the new pair of features on the extreme
leading and trailing edges of the profiles—which we identified above as comps. 1 and
5—have a half-power, 1-GHz width of about 18°. Of course, it is difficult to estimate
their outside half-power width accurately from the profiles, but Kramer (1994; see
his Table 14, comps. 2 and 6) gives data from which a 1.42-GHz value of 17.1°
can be computed, and this in turn can be reasonably extrapolated to 1 GHz using
a spectral index of about —0.13, giving 17.9°. This value compares very favorably
with the piner = 4.33°/P* value of 9.1°. Therefore, it appears that we should
interpret the conal pair comprised by comps. 1 and 5 as resulting from an inner conal
beam.

We turn now to the pair of secondary-mode features seen most clearly in the
'mode-separated’ profiles of Fig. 5. These curves are simply bimodal and, if we also
interpret them as a conal component pair, we can measure their outside hal-power
widths quite accurately. Interpolating the 430 and 1414-MHz values to 1 GHz, we
obtain a value of 24.5° £ 0.5°. Remarkably, this squares readily with the pque value
of 12.1°.

The 1929+10 MP profile provides us with a surfeit of features, a core component
and what appear to be not two, but three conal component pairs. The two with the
largest dimensions, the secondary-mode pair in Fig. 5 and comps. 1 and 5 exhibit p
values which are in agreement with the pjner and pouer Values given in Paper VI. So,
paradoxically, it is the narrowest, strongest pair comprised by comps. 2 and 4 which
appear to be anomalous geometrically.

There have been several prior hints of conal component pairs with implied p
dimensions smaller than that of an inner cone, but components 2 and 4 of pulsar
1929+10 represent the most revealing instance to date. The high frequency outriders
of the core-single (S;) pulsar B1914+13 has an implied p value of 5.3° (see Paper VI
Table 4). Interestingly, both this latter value and comps. 2 and 4 of 1929+10 (using
Kramer's 1.4-GHz data and scaling as above) are roughly consistent in implying a p
dependence for this ‘further-in' cone of about pryrnerin = 2.5°/P #.

We also find widths which fall below the pine and pu. tracks in the work of
Gil et al. (1993) and Kramer et al. (1994). Both studies, while verifying the general
double-conal structure of pulsar emission beams, encountered a very few cases
of emission components with p values smaller than that of an inner cone. This can
be seen in figures 1-3 of Gil et al. and figures 8-10 of Kramer et al. (although
one cannot readily identify just which pulsars correspond to the points in
question). Moreover, these in-lying values appear consistent with each other (and
with o/ur results above) in suggesting a third conal beam with a dimension of about
2.5°/p*
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10. What is pulsar 1929+10's emission geometry?
or
How can the single-vector model tell a lie?

Our study was motivated initially by the paradox of pulsar 1929+10's emission
geometry. Virtually all efforts to interpret the star's PA traverse according to the
single-vector model (SVM) result in small values of the MP «a and £, indicating that it
has a single-pole interpulse geometry; whereas lines of interpretation growing out of
profile classification indicate that the MP « is about 90° and $ about 0°, making it a
two-pole interpulsar. In most cases the two techniques are quite compatible in their
ramifications, but in 1929+10 their implications are fundamentally contradictory.
There is no middle ground: it is only for emission geometries which are either closely
aligned or nearly orthogonal that reasonable impact angles for both the MP and IP
can be achieved. What can we learn from this situation?

In weighing the evidence, we conclude that the two-pole interpulse model is far
more compatible with the totality of what is known about 1929+10's emission, both
qualitatively and quantitatively. Quite simply, it permits us to view its MP and IP
features on the same basis as the vast majority of other normal pulsars, in terms of an
emission-beam geometry comprised of core and conal features with specific period-
and frequency-dependent angular scales. What we are forced to abandon is the
powerful and very general implications of the single-vector model. We do not do this
lightly; it is unsettling, and if we cannot understand the PA traverse of a star in which
it can be delineated over most of its rotation cycle, when can we?!

The crux of the issue is certainly this: why should 1929+10's PA traverse be so
patently misleading when that of virtually all other pulsars is either not so or much
less so? We do not know, but we have some ideas. 1929+10 is not unique in
exhibiting a 'funny' PA traverse. The case of B1237+25, for instance, is well known;
most workers have assumed that it represents a very small impact angle, though this
has not been justified quantitatively. A further short list of slow pulsars could include
Bs 0823+26, 1055-52, 1541+09, 1742-30, and 2002+31. Each of these stars
exhibits a 'disrupted' PA traverse, which does not seem to be the result of changes in
the dominant polarisation mode—and for each there is good indication that the
impact angle is quite small (see Paper VI and the references therein). The most
interesting parallel to 1929+10 is pulsar 1055-52, which also exhibits an
exceedingly shallow PA traverse. The geometry of its MP components and IP seem
compatible quantitatively with a two-pole, nearly orthogonal interpulse geometry, but
there is no clear support for this in its shallow PA traverse.

We also take note of the fact that there are virtually no pulsars with a PA traverse
simply indicative of an essentially zero impact angle (i.e., |f/p] < 0.1). Lyne &
Manchester (1988) attributed this to 'intrinsic or instrumental smearing effects' (see
their much discussed figure 12), and a study in progress by Mitra & Deshpande
(1997) has encountered a similar under-representation. No doubt such pulsars will
comprise only a handful, but where is even a single good example to be found?

We tend to the conclusion that most extremely shallow PA traverses are suspect.
Given the highly ordered and smallish dimensions of virtually all normal pulsar
beams (i.e., Paper VI), it will be quite difficult to generate such traverses, except
when the magnetic latitude is small. Clearly, some such traverses are observed,
and pulsar B0950+08 provides a good example with its well studied single-pole
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interpulse geometry; quantitatively, its a, Swe, and B seem fully compatible with the
dimensions of an inner cone. Most cases of shallow PA rates, however—when dy/d¢
is of the order of unity—should be approached with caution, particularly when their
geometrical implications appear anomalous.

The single-vector model depends on a number of conditions, which, given its near
universal applicability, must be very generally true of the pulsar magnetosphere:

e a dipolar magnetic field configuration, implying emission from well within the
light cylinder,

e relativistic beaming at high ys, so that each emitter is associated with a particular
longitude,

e a narrow radial depth to the emission, so that there is no differential abberation or
retardation and no superposition of physically separated emission components, and

o essentially free-space propagation within the pulsar magnetosphere and its
environs.
Given the orthogonal-mode emission, we might also add

o that the modes truly be orthogonal, so that their superposition does not generate
PAs unrelated to those emitted.

In the context of these considerations,® let us examine several specific
mechanisms by which 1929 +10's PA traverse could be distorted:

Non-dipolar magnetic field: The discussion in Blaskiewitz et al., not withstand-
ing, we find no more reason to expect non-dipolar effects in 1929+10 than in most
other pulsars. The angular dimensions of its emission components appear to be quite
consistent with the overall slow pulsar population, and no particular anomalies are
apparent in the frequency evolution of its profile.

Low y ‘smearing': Pulsar radiation has generally been regarded as coming from
particle bunches moving with high g values. However, there is evidence that some
emission—core emission, in particular—comes from much lower y emitters. We find
many instances among the general pulsar population where the PA traverse near the
central core component is distorted. Pulsar 1237+25 provides a remarkable example
of such distortion, and Ramachandran & Deshpande (1997) report promising initial
efforts to model its traverse using a low y core beam. We strongly suspect that low y
'smearing' is responsible for smoothing the PA variations in a number of pulsars. It is
difficult to see, however, just how this mechanism could be responsible for the overall
shallow traverse in 1929+10's case.

Multiple emission sources: Several sources of emission at a particular longitude
would certainly violate the underpinnings of the SVM, and a number of cases can
be found where this seems to occur just from the mixing of core and conal emission.
The nearly complete linear polarisation in 1929+10, however, argues strongly that its
emission stems, at most longitudes, either from a single source or from several
coherent ones.

Extended emission-region depth: Closely related to the foregoing is the
possibility that the received radiation is emitted over a range of heights in the
magnetosphere. We reiterate that the radiation from pulsars with an equatorial
geometry may entail emission over an unusually large depth, because it is only for

19 Here we have closely followed a discussion by Cordes (1997).
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such stars that certain trailing equatorial field lines have a continuous range of heights
with a tangent in the sightline direction.

'Pedestal’ Emission: The ‘pedestal' emission is peculiar to 1929+10, and we
have tried very hard to see if it could be responsible for the observed PA distortion.
This emission cannot be directly detected using single-dish polarimetry, but if it is
highly polarised and its PA varies with the star's rotation, we can expect to have some
occasional low level intervals where L exceeds | and certainly some concomitant
distortion of the linear PA traverse. Whatever effect this 'pedestal' emission has on
the overall PA traverse, however, it cannot have much effect on that part of it near the
MP and IP. Therefore, it cannot explain either the poor fit of the SVM or the
shallowness of the rate in these regions.

Nonetheless, at Arecibo, using multiplying Polarimeters which correlate dual-
circular channels, the modest excess of linear polarisation at certain longitudes in
deep (particularly 430-MHz) profiles appears to be a repeatable phenomenon.
Whatever the origin of the 'pedestal’ emission, it is closely associated with the pulsar;
it is "inside the light cylinder" on the basis of the scintillation arguments, and the
pulsar's virtually complete linear polarisation argues that both the 'pedestal’ and
pulsed emission have the same origin. This seems to point to the unprecedented
difficulty in this pulsar of establishing instrumental origins for Stokes parameters Q
and U, which are free of the effects of highly polarised and rotationally varying
'pedestal’ emission. Unfortunately, we have no independent means to confirm this.

Propagation Effects: We understand very little, thus far, about what sort of
propagation effects there might be in the pulsar environment, but the ostensible
displaced modal emission associated with the secondary-mode profile might well be
such an effect, as the 5-10° advancement of this component pair (relative to the MP
centre) is much larger than what can be produced by retardation and abberation.
Indeed, the equatorial geometry which seems most appropriate for 1929+10—that is,
with both the magnetic axis and the sightline lying close to the equator of the star—
appears to be one in which propagation effects might be particularly important, both
within the magnetosphere or even just outside it. Nonetheless, we are able to see no
straightforward means of obtaining the flat PA trajectory which is observed.

Non-orthogonality of the polarisation modes: We see little evidence of non-
orthogonality in the polarisation modes in 1929+10. This may be an issue in other
pulsars, but does not seem to be very important here. The PA traverse seems to
accurately follow one mode or the other as can be seen, for instance, in Fig. 4, and
only in the narrowest longitude range do the two modes have comparable intensities.
The only evidence we see, for a slight non-orthogonality, is the assymetry of
intermediate PAs between the primary- and secondary-mode tracks in Fig. 4.

11. Summary and conclusions: Geometry

A number of new and long known circumstances are identified which affect the
question of this pulsar's emission geometry.

e A pair of new components have been identified in the star's average profile, both at
430 and 1400 MHz [and there is good evidence that the profile is also quite
complex at 4.75 GHz in the work of Kramer (1994)], which can be interpreted as
an inner cone.
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A further pair of secondary-mode ‘components' has been identified, which appears
completely independent of the overall MP component structure, and which can be
interpreted as an outer cone.

e Fits to the star's PA traverse at 430 and 1414 MHz using the single-vector model
yield a and g values of spectacular accuracy, but the model does not fit the
observations satisfactorily.

e We identify several different sources of PA-traverse distortion including the
pulsar's unique 'pedestal’ emission; several of these appear to be most relevant to
pulsars with an equatorial emission geometry, and

o the very closeness of the pulsar may facilitate our observing deep structure in this

star which will perhaps never be seen in other pulsars.

How are we to weight all of these circumstances?

Much has hung in 1929+10's case on the significance of the low level emission far
from the MP and IP—which permits determining its PA over such a large interval of
longitude in the first place. The pulsar is virtually unique in exhibiting this low level,
pan-longitude emission, and it is only by virtue of its locality that we are privileged to
detect it. Whatever the geometric significance of this emission, its very low level
almost certainly makes it susceptible to distortion, instrumentally, by the 'pedestal’
emission,? which is probably emitted by the same sources as the pulsed emission and
whose PA probably varies with the rotation of the star—otherwise the incoherent
addition of the pulsed and 'pedestal' emission would probably produce observable
depolarisation. Any rotating, 'pedestal' contribution to the pulsed linear Stokes
parameters Q and U will tend to flatten the PA traverse as they must pass through
zero level in order to achieve their full range of PA.*

Whatever are the issues surrounding the 'pedestal' emission, it cannot have a
strong effect on the PA traverse where the radiation is intense—that is, near the MP
and IP. Thus, we are still left with the shallow PA traverses in these regions. We note
that a) 1929+10 is not alone in exhibiting a 'distorted' PA traverse, b) that we have
some evidence that such distortion occurs when the impact angle is small and/or
when the magnetic latitude is close to orthogonal, and c¢) that a number of potential
and observed circumstances might have the effect of distorting the PA traverse, even
when the emission is relatively intense. Nonetheless, we have not been able to
understand just which of these circumstances is responsible for the PA-traverse
'distortion’ encountered here.

The primary line of argument inferring that pulsar 1929+10 has a small « value
and thus a single-pole interpulse geometry is, in our judgement, thoroughly compro-
mised. Therefore, we can explore whether its profile morphology is compatible with

2 The measurement difficulty we are encountering here is jointly a property of the pulsar (it has a
'pedestal’) and the Polarimeter (two circularly polarised channels which are correlated to produce
Stokes parameters Q and U). A Polarimeter which correlated two linear channels would be blind to
the 'pedestal’ polarisation. As far as we are aware, all the deep studies of pulsar 1929+10's
polarisation have been carried out using the Arecibo instrument, where all of the Polarimeters have
been of the dual circular type. It would be useful to study the pulsar using the other kind of
Polarimeter; however, it may be that the questions raised by 1929+10's 'pedestal’ polarisation will
only really be addressed by sensitive and well calibrated interferometric observations.

2 Carrying the example in footnote 14 one step further, one can calculate the PA behaviour which
would be associated with this constant intensity, rotating source of linear polarization, and the result
is that with 'baselining' it ceases to give any intimation of rotating with the source.
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the usual two-pole interpulse geometry—that is, & = 90° and g = 0°. We cannot
have it both ways. Now we are able to identify pairs of conal components which have
the expected dimensions of both inner and outer cones; the new comps. 1 and 5 have
almost exactly the interpolated, 1-GHz, outside half-power width that would be
expected for an inner cone—that is, twice piner = 4.33°/P* or 18.2° as opposed to a
measured value (interpolated from the profiles at 430 and 1400 MHz) of 17.9°.
Similarly, the secondary-mode component pairs in Fig. 6 have the dimensions of an
outer cone—twice pouer = 5.75°/P* or 24.1° which agrees very well with the
observed value of 24.5° + 0.5°.

We are then left with the well known conal component pair comprised by comps. 2
and 4 (I and 1I1), which has a scaled 1-GHz width of only about 9.4° between the half
power points. This pair is far too narrow to be an inner cone, so we are forced to
consider the possibility that there exists a 'further-in' cone with a dimension of some
2.5° /P* . Some other examples of what may be pulsars with ‘further-in' cones do
exist; pulsar 1914+13 was encountered in Paper VI and several pulsars falling along
such a track can be identified in the work of Gil et al. (1993) and Kramer et al.
(1994). We hardly need to point out that the small dimensions of such conal pairs and
their proximity both to core components and to inner conal component pairs, make
their identification difficult, and we would expect to encounter them only in some few
exceptional circumstances.

These identifications seem to completely resolve the basic question of pulsar
1929+10's emission geometry—but at the cost of abandoning the implications of the
single-vector model for this pulsar. We cannot therefore use the SVM to determine its
magnetic latitude o and sightline impact angle g, but the pulsar exhibits core widths
and conal emission radii which are completely compatible with those which would be
expected for a two-pole interpulsar—that is, o near 90° and 8 near 0°. A number of
circumstances are discussed above which might compromise the PA traverse in
pulsars a) with small impact angles and b) with equatorial emission geometries. It
appears that in 1929+10 we encounter both circumstances.

This said, we are left with two fascinating and potentially important questions: how
is it that some pulsars emit a core beam and a triple set of concentric conal beams?
Further, how is it that two of the conal beams—those characterized by the primary
polarisation-mode emission—are concentric and symmetrical about the core
component, whereas the other one—which is characterized by the secondary-mode
emission—is assymetric and greatly displaced to earlier longitudes? It would seem
that we have stumbled on some very interesting evidence for a propagation
phenomenon in the pulsar magnetosphere.

12. Summary and conclusions: Polarisation structure

Pulsar 1929+10 exhibits nearly completely linearly polarised emission over most of
its rotation cycle. At no longitude are we able to say that it is precisely complete, but
at some points, where the polarisation is high and the statistics are favorable, the
observed fractional linear exceeds 97%. Whether this is a significant statement about
depolarisation, given the 'pedestal' polarisation issues discussed above, is difficult to
say. Certainly there are few other pulsars with such high and consistent linear
polarisation as 1929+10. The Vela pulsar is a possible competitor, but no thorough
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study based on sufficiently well calibrated polarimetry has yet been carried out, so
that one can only venture a guess. As a polarisation calibrator, 1929+10 is in a class
by itself.

It is paradoxical that a region near the boundary of MP comps. 3 and 4 exhibits
rather less linear, and it is here that one can ask interesting questions about the
processes which lead to its depolarisation. We have taken some care to study and
model the emission in this region. Several different methods of polarisation-mode
separation were used to delineate the properties of the two modes and to assess
whether the process of depolarisation is compatible with the incoherent interference
of two orthogonal, fully linearly polarised modes.

Study of the dynamical behaviour of the modal transition process shows that
intervals of secondary-polarisation-mode dominance are infrequent and nearly
randomly distributed. The transitions are rapid, and the emission usually switches
back to the primary mode by the subsequent period. The transitions are also
simultaneous over all the longitudes where significant orthogonal emission exists.
Interestingly, there is a weak tendency for pulses with strong SPM emission to cluster
or to follow each other two or three periods later.

We find that both the primary and secondary polarisation modes are rather steady in
amplitude. The primary-mode amplitude distribution can be approximated by a ¥
distribution of some 4 to 10 degrees of freedom. The secondary-mode distribution is
also quite steady, but at a (1400-MHz) mean amplitude some twice as great as the
primary-mode emission at the comp. 3/4 boundary. This latter distribution is not well
modeled using a ¥* PDF, but is more successfully modeled as being nearly constant
in intensity, but sporadic. On the basis of these two distributions, it was possible to
model the characteristics observed in this region; those pulses with a primary-mode
PA are highly polarised and steady, whereas those pulses with a secondary-mode PA
are depolarised, much stronger, and span a large range of intensity. We believe that
our work provides reasonably strong evidence that the incoherent superposition of
two fully polarised and orthogonal modes can account for the depolarisation observed
in this pulsar.

Finally, we reiterate that this sporadic secondary-mode emission is identified with
the more intense, trailing component of an outer conal component pair. The leading
component of this cone is seen as the low level emission on the extreme leading edge
of the MP. This trailing component occurs in longitude near the boundary of MP
comps. 3 and 4—at the point of maximum depolarisation—but appears completely
independent of these MP features. This remarkable overlapping of emission features
may occur more generally, but most other cases are so complex that it is difficult to
delineate what is happening. In 1929+10, the situation could not be clearer, because
the secondary-mode emission is exclusively associated with the pulsar's outer conal
emission. Theoretically, of course, we might expect different polarisation modes to
have somewhat different propagation paths in the star's magnetosphere. Many people
have looked for such effects but have found it difficult to identify them. In pulsar
1929+10 we seem to have encountered what may be a bona fide example of a
propagation effect in the pulsar magnetosphere. It remains to be seen whether the
existing plasma theory (i.e., Barnard & Arons 1986 or Asseo 1995) is compatible
with what we have observed.

As a two-pole interpulsar 1929+10 exhibits more emission regions than just those
associated with its MP and IP. In particular, its PC component has long been known
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and now apparently assumes a larger significance. We noted in our previous paper on
pulsar 0823 + 26 (Rankin & Rathnasree 1995) that all known PCs seem to follow the
MP core component (apparently, there are no 'precursors' in this sense, only
'postcursors'—and this includes the misnamed component in the Crab pulsar's
profile). Further, though the statistics are yet small, it seems that all PC components
occur in pulsars with a nearly orthogonal magnetic geometry—that is, a ~ 90°.
Pulsar 0823+26 provided one such example, 1929+10 is a second, and 2217+47
(Suleymanova & Shitov 1994) may well provide a third. We noted that it is only for
such pulsars that there is a bundle of trailing equatorial field lines which have a
tangent in the direction of the observer's sight line for a significant portion of the
star's rotation cycle.

The remarkable 'notches' seen in the 430-MHz PC component are seemingly a new
phenomenon not seen in the profiles of other pulsars. However, we have learned that
a pair of very similar features is also seen in the profile of millisecond pulsar J0437-
4715 (Navarro 1996). Here they follow the MP peak by about 70° (as opposed to
some 100° in 1929+10) and their position is independent of frequency over more
than an octave. Clearly, there are rather few pulsars with emission of any kind so far
from the MP and IP, so the phenomenon might turn out to be a quite usual feature of
those few stars with emission at such unusual longitudes. We have no idea whatsoever
about what might be the cause of these distinct 'notches'.

We have not begun to exhaust the rich and abundant phenomena in the emission of
our local 'neighbor' pulsar 1929+10, but we hope that this study will prove
interesting and useful to those engaged in trying to understand the physical basis of
pulsar radiation.
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Abstract. We have performed proximity effect analysis of low and high
resolution data, considering detailed frequency and redshift dependence
of the AGN spectra processed through galactic and intergalactic material.
We show that such a background flux, calculated using the observed
distribution of AGNs, falls short of the value required by the proximity
effect analysis by a factor of > 2.7. We have studied the uncertainty in the
value of the required flux due to its dependence on the resolution,
description of column density distribution, systemic redshifts of QSOs
etc. We conclude that in view of these uncertainties the proximity effect is
consistent with the background contributed by the observed AGNs and
that the hypothesized presence of an additional, dust extinct, population of
AGNs may not be necessary.

Key words. QSO—absorption lines—Ly a-proximity effect—interga-
lactic ultraviolet background radiation.

1. Introduction

In recent years quasar absorption lines have vyielded unique information about
the physical conditions at high redshifts. The proximity effect, which is the
decrease in the number of Ly « forest lines having neutral hydrogen column
density above a certain minimum value, per unit redshift interval, near the QSO,
has been used to determine the intensity of the intergalactic ultraviolet back-
ground radiation (IGUVBR) at high redshifts (Bajtlik, Duncan & Ostriker 1988)
With a large sample of QSOs observed at intermediate resolution Bechtold
(1994) confirmed the presence of the proximity effect at a high significance
level. Bechtold (1994, 1995) also considered several sources of uncertainty in
the value of the flux obtained from the analysis of the proximity effect. Espey
(1993) considered the possibility of higher systemic redshifts of QSOs, while Loeb &
Eisenstein (1995) considered the possibility of quasars residing in clusters of
galaxies. These two possibilities were also considered by Srianand & Khare (1996,
hereafter SK96) for a large, homogeneous sample. In addition SK96 showed
that the study of the proximity effect in a sample of QSOs having damped Ly «
absorbers along their lines of sight provides an indirect proof of the presence
of dust in such absorbers. All these studies used intermediate resolution data.
Proximity effect calculations using such data suffer from curve of growth effects
and the assumptions of the | model (Bajtlik et al. 1988) used in these calculations
may not be strictly valid. Also line blending is inherent in the low resolution
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data and therefore the column density distribution implied by the equivalent
width distribution may be considerably different from the actual distribution
(SK96). It is therefore worthwhile exploring these effects using high resolution
data.

Bechtold (1994) obtained the value of the intensity of the IGUVBR at the Lyman
limit, J,,, to be 3 Jy (Jon = 107 ergs cm™ s Hz' sr'), assuming J,, to be
independent of redshift. From an analysis of high resolution data Giallongo et al.
(1996) and Cooke, Espey & Carswell (1996) found no evidence for the redshift
dependence of IGUVBR over the redshift range of 1.7 to 4.5 and obtained J,, =
0.5 + 0.1 Jy and 1793 J respectively. Values of J,, obtained by Bechtold (1994)
and Cooke et al. (1996) are considerably higher than the value expected from the
distribution of visible QSOs. It has been suggested (Fall & Pei 1993) that the actual
number of QSOs may be larger than their observed number and that several QSOs

also possible that the IGUVBR gets a significant contribution from star forming
galaxies (Madau & Shull 1996; Giroux & Shapiro 1996). The shape of the IGUVB
in almost all the studies of proximity effect has been assumed to be a power
law having the same slope as the UV spectra of the QSOs. This assumption is,
however, not valid due to the absorption and re-radiation of the UV photons by
galaxies and intergalactic material. Also if the IGUVBR gets significant contribution
from stellar sources then also its shape is likely to be considerably different from a
power law.

In this paper we first study, using a large sample, of QSOs observed at intermediate
resolution as well as a sample of QSOs observed at high resolution (section 2), the
effect of assuming a more realistic shape and redshift dependence of the IGUVBR on
the value of J,, obtained from the proximity effect analysis (section 3). We then
study (section 4) the uncertainties in the value of J,, due to various possibilities
mentioned above using the sample of Ly a lines with measured column densities in
the spectra of QSOs observed at high resolution.

2. Datasa mple

Our low resolution sample (LRS) is the same as that used by SK96 for proximity
effect analysis. It consists of 54 QSOs observed at a resolution between 60 to
100 km s™. The minimum equivalent width limit used for this sample is 0.3 A which
is above the completeness limit for the sample. The high resolution sample (HRS)
consists of lines observed towards 9 QSOs. The details of the sample are given in
Table 1, which lists the emission redshift, z., corrected emission redshift, z&,,
minimum observed redshift, zy, maximum observed redshift, z;., quasar flux f,
and references for all the 9 QSOs. zg, are the average values of corrected redshifts
of all available emission lines, calculated as described by Tytler & Fan (1992) to
obtain the systemic redshifts. z., is the larger of the observed minimum and the
redshift corresponding to the Ly S emission. f, is the QSO continuum flux at
the Lyman limit, in units of microjanskies. The values are calculated by extrapolating
the continuum flux at the rest wavelength of A(1450) to the Lyman limit. The
migimurzn neutral hydrogen column density cutoff for the sample is taken to be
10~cm™.
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Table1.  Data sample.

QSO Zem Zom Zmin Zmax 1o Reference
0014 + 813 3.384 3.387 2.6950 3.3757 909 1
0055 — 269 3.653 3.660 2.9345 3.6888 142 7
0420 — 388 3.120 3.120 2.4700 3.2363 482 2
1100 — 264 2.152 2.152 1.8400 2.1629 821 4
1225 4+ 317 2219 2.219 1.8000 2.2398 1169 3
1331+ 170 2.095 2.095 1.6800 2.0985 416 5
2000 — 330 3.777 3.783 3.0220 3.8039 232 6
2126 — 158 3.280 3.270 2.9095 - 3.2642 577 8
2206 — 199 2.559 2.587 2.0860 2.5889 244 9

References: (1) Rauch et al. (1992), (2) Atwood et al. (1985), (3) Khare et al. (1997) (4)
Carswell et al. (1991), (5) Kulkarni et al. (1996), (6) Carswell et al. (1987), (7) Hu et al.
(1995), (8) Giallongo et al. (1993), (9) Rauch et al. (1993).

3. Shape of IGUVBR

The shape of the IGUVBR due to AGNs and young galaxies is affected considerably
by the absorption by galaxies and intergalactic matter (Bechtold et al. 1987; Miralda-
Escude & Ostriker 1990). Recently Haardt & Madau (1996, hereafter HM96) have
shown that radiation from recombination within the clumpy intergalactic gas
contributes significantly to the IGUVBR. They have determined the spectrum of
IGUVBR due to AGNs at several redshifts taking into account the absorption as
well as reradiation due to intervening material. The ionization rate of H | due to
this background is roughly 1.5 times the rate if the recombination radiation is
omitted.

We have used the shape and redshift dependence of the IGUVBR of HM96 to
calculate the expected number of Ly « lines near the QSOs, having equivalent width
greater than 0.3 A for LRS and having column density greater than 10" cm™ for
HRS. This calculation is similar to the 1 model calculation of Bajtlik et al. (1988)
except that we explicitly calculate the ionization rate of neutral hydrogen at different
distances from each of the QSOs in the sample using the shape and intensity of the
IGUVBR at that redshift obtained by interpolating between the spectra given by
HMB96 in their figure 5. The expected number of Ly a lines per unit redshift interval,
having neutral hydrogen column density above N{)", at a redshift z in the spectra of a
QSO having emission redshift z, is then given by

dN
— = No(1+42)"R'4,
& o(1+2)

where y and g describe the distribution of Ly o lines away from the QSOs wr.t.
redshift and column density respectively, the number of lines per unit redshift interval
per unit column density interval being proportional to (1+ z)VN;ﬁ. No is the value of
dN/dz at z = 0 and R is given by

g do OVIND) +fy(2e,2) 4
- mr auJy(Z)dV ’
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Figure 1. The expected and observed number of Ly « lines near the QSOs as a function of
relative velocity w. r. t. the QSOs. The histogramme shows the observed number. Long dashed
dotted line is for HM96, solid line is for scaled HM96, dotted line is for power law background
and dashed line is for pure galactic background assuming single power law column density
distribution. Long and short dashed line is for scaled HM96, long dashed line is for pure
galactic background and dash dotted line is for power law background assuming double power
law column density distribution.

being the ratio of neutral hydrogen column density in a given cloud at redshift z if it is
ionized both by QSO radiation and IGUVBR to the column density if it is ionized by
IGUVBR alone. This factor replaces (1 + w) factor used in the earlier analysis of |
model, where o is defined as

. v(ZeaZ)
~dnl,(z)

Here oy, is the ionization cross section of HI and f, (z., z) is the flux from QSO at the
redshift z. Values of Ny (6.73 for LRS & 23.8997 for HRS), y (1.810 for LRS & 1.903
for HRS) and g (1.5453 for HRS) for the sample are obtained by performing a
maximum likelihood analysis of the sample of lines at distances larger than 8 Mpc
from the respective QSOs, which is presumed to be free of the effects of ionization by
the QSO flux. The total number of expected lines in the spectra of all QSOs in the
sample as a function of relative velocity w.r.t. the QSOs is shown in Fig. 1 for HRS.
The figure also includes the histogramme for the observed number of lines with
different relative velocities.

As seen from the figure, the expected numbers of lines in the region close to the
QSO are much smaller than the observed values. This is because the background flux
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is small and QSO flux is much stronger than the background thereby making R large.
The »* probability that the observed number of lines with relative velocity w.r.t. the
QSOs, smaller than 12000 km s are consistent with the expected values is ~ 107
for LRS & 10 for HRS. As mentioned above, higher background flux can be
obtained by assuming either that large number of QSOs are obscured due to dust
extinction in intervening absorbers or that the flux from galaxies contributes
significantly to the background. In the first case we can uniformly scale up the
flux of HM96 keeping the redshift and frequency dependence the same and keep-
ing in mind the possibility that the true redshift and luminosity distribution of
QSOs may be different from the observed distribution and the actual redshift
and frequency dependence of the IGUVBR may be different from that of HM96.
Good fit between the expected and observed distribution ( y* probability = 0.236
for LRS & 0.822 for HRS) is obtained for a scaling up factor ~ 6.3*_% for LRS
and 5.0'53 for HRS. Errors are 1o values assuming a Gaussian probability
distribution and give the range of values for which the »* probability is > 1/\e of
its maximum value. The expected distribution is shown in Fig. 1. The IGUVBR of
HM96 thus falls short of the value required by the proximity effect by a factor of at
least 2.7.

We have explored the possibility that additional flux may be contributed
by galaxies. Madau & Shull (1996) have estimated that at z ~ 3, galaxies which
may be responsible for the generation of metals seen in Ly o clouds at that
redshift, can contribute a flux of J,, ~0.5 J—» to the IGUVBR provided the
escape fraction of Lyman continuum photons from the galaxies is > 0.25 It
thus seems unlikely that the background flux due to galaxies will be sufficient
to explain the proximity effect. It is however, possible that as the Lyman alpha
clouds are associated with galaxies (Lanzetta et al. 1995; Boksenberg 1995), the
radiation from local stellar sources contributes significantly to the radiation incident
on the clouds. We have explored this possibility and have calculated the expected
distribution for the case when radiation from local stellar sources contributes to the
flux incident on the clouds. Steidel (1995) from his study of a large sample of
galaxies associated with QSO absorption lines of heavy elements at z < 1 finds
these galaxies to be normal in the sense of their star formation rates. Recently Steidel
et al. (1996) have found a substantial population of normal star forming galaxies
at redshifts > 3. We have therefore taken the shape of the local radiation field to
be that given by Bruzual (1983) and assumed it to be independent of the redshift.
We added this galactic flux to the background of HM96 and varied the absolute
value of the galactic flux at 1 Ryd. The best fit was obtained for J,, (galaxy) =
1.9'3% Jo for LRS and 1572 J, for HRS. The best fit is also shown in
Fig. 1. These values are very large and can be achieved only if the clouds lie at
distances <« 90 kpc of the galactic centre (Giroux & Shull 1997). The observed
distances of the clouds are almost an order of magnitude larger than this value
(Lanzetta et al. 1995). We thus conclude that the HM96 spectra falls short of the
proximity effect estimates by a factor of > 2.7 and the additional flux needed is
unlikely to be contributed by galaxies. Proximity effect calculations, assuming a pure
power law IGUVBR, leads to J,,~ 2.5] 5 for LRS and 2.0J_5 for HRS. The
expected number of lines for this case is also shown in Fig. 1. Same values are
obtained for pure galactic spectra, and are therefore highly insensitive to the detailed
shape of the flux.
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4. Column density distribution

The 1 model used by Bajtlik et al. (1988) assumes a single power law distribution for
the neutral hydrogen column density. Bechtold (1994) pointed out the dependence of
the derived value of the flux on the value of f, the required value of flux decreasing
with decrease in B. Chernomordik & Ozernoy (1993) showed that the observed
equivalent width distribution can be explained from an assumed power law distribu-
tion of column density only if the power law index is 1.4 instead of the observed
value. SK96 argued that as the lines are often blended in low resolution data, an
effective column density distribution (of blended lines) describing the equivalent
width distribution should be used in | model calculations for low resolution data.
High resolution data have revealed a paucity of high column density lines and it
seems likely that the column density distribution is described by a double power law
(Petitjean et al. 1993, Khare et al. 1997). The double power law may, however, be a
result of the incompleteness of the sample at low column density end caused by the
loss of such lines due to blending. This has been shown to be the case through the
analysis of simulated spectra (Hu et al. 1995, Lu et al. 1997), the real redshift
distribution being a single power law of index ~ -1.5 (however, see Giallongo et al.
1996). As the observed distribution is a double power law, it should be used in the
proximity effect calculations rather than a single power law. Giallongo et al. (1996)
using the observed double power law obtained a value of J,, ~0.6 Jy for their high
resolution sample, which further reduced to 0.5 J,; when the blending effect was
accounted for. Double power law fit to our sample of lines farther than 8 Mpc from
the QSOs is given by

medNH! o Nﬁ?‘ for NH[ <My

o Ny for Ngy > Mo,

with g = 0.936, B, = 2.1727 and N, = 9.54 x 10" cm™, the distribution being
continuous at No. Near the QSOs the column density distribution retains its shape
except that the value of the column density at the break changes with distance from
the QSO as N™(z) =Ny(1+m)™ . The expected number of lines within a given
be column density range, per unit redshift interval, at a given redshift (near the QSO) can
be obtained by integrating the distribution given in the above equation wr.t. the
column density, using appropriate values of Np™(z). The best fit for HM96 is
be obtained for a scaling up factor of 2.0'52. The distribution is shown in Fig. 1. The fit
is not as good as that with a single power law, the »* probability being 0.197. The
best fit for pure galaxy spectra and power law is obtained for J,, ~0.8'%3 J_, and
0.8'03 J.,, , the 4* probability being 0.266 and 0.267 respectively. The required
value of galactic flux is, within the allowed range, consistent with that expected from
the starburst galaxies. We therefore conclude that the HM96 spectra falls short of the
proximity effect requirements by a factor of > 1.5. The required extra flux may
possibly be contributed by starburst galaxies.

In the following section we study the uncertainties in the background flux
calculations as a result of various factors mentioned in the introduction. As we are
interested in estimating the relative change in the background flux we assume a
power law background with slope = -1.5, assume single power law column density
distribution and use only the HRS for the analysis.
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5. Sources of uncertainty in the value of J,,,
5.1 Resolution

Cooke et al. (1996) have argued that line blending in general makes detection of lines
less likely, however, as the lines near the QSOs are sparse, detection is easier and the
effect is to increase the number of lines near the QSOs. This effect will, however, be
countered by the increase in blending near the QSOs due to the fact that the number
of lines per unit redshift interval increases with z and therefore the intrinsic line
density near the QSOs is higher than that away from it. One way to judge the effect of
blending is to compare the results obtained from observations with different
resolutions. As noted before, comparison with results of low resolution sample is not
appropriate as these samples (with measured equivalent widths rather than column
densities) may suffer from curve of growth effects and due to the effective column
density distribution being different than that observed for the HRS (SK96). Note that
using # = 1.4 for LRS reduces the value of J,, by a factor of 2, which is larger than
the difference between the values of J,, obtained from the proximity effect analysis
of the HRS and LRS. The values for LRS are higher by a factor of ~ 1.25. It is,
therefore, more appropriate to compare results of analysis of column density
measured samples observed at different resolutions. Our data have two QSOs, Q1100
—264 and Q2206 199 observed with very high resolution < 8 km s™, while the rest
of the QSOs have a resolution between 14 and 35kms™. We have performed the
analysis for the sample excluding the lines observed towards Q1100264 and Q2206-
199 which yields J,,, =2.5 J_, which is 25% higher than the value for the whole
sample. The value of J,  is thus likely to be overestimated due to line blending.

Cooke et al. (1996) have estimated the effect of blending on the estimated value of
J,.. by performing proximity effect calculations for two different values of N,
differing by A log(Ny) = 0.5. They find little change in the lowest reasonable flux
though the best fit value of J,, increases with increase in Ny, = specially for z < 3.5,
by up to 2 orders of magnitude. Based on the lowest reasonable flux they conclude
that the change in J,, values due to the change in completeness limits (N{") and
therefore due to line blending is less than 0.1 dex, the flux being underestimated due
to blending. It is, however, not very clear if the difference between the two J,,, values
is due to the effect of blending alone. The y value increases with increase in N
(Acharya and Khare 1993; Cooke et al 1996) which means relatively more lines near
the QSO for the sample with higher value of N" which may overestimate J,,, value
for that sample (Cooke et al. 1996). Also as pointed out by Cooke et al. (1996) taking
a sample of stronger (more saturated) lines may overestimate the effect of QSO flux
as the strong lines are relatively less sensitive to the flux. It is therefore not very clear
if the J,, value for the sample with increased completeness limit is the value for
lower blending. The effect of blending found here is stronger and in an opposite
sense. We have estimated the effect by a direct comparison of flux values obtained by
including and excluding QSOs observed with a resolution which is considerably
higher than that for the rest of the QSOs. We feel that our approach may give a direct
estimate of the effect of resolution and therefore blending. Our conclusions are based
on best fit values and are at lower redshifts. The two QSOs observed with higher
resolution are at redshifts of 2.15 and 2.55 while the average redshift of the rest of the
QSOs is 3.07. Thus part of the difference between the flux values obtained for the two
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samples may be contributed by the redshift dependence of J,, and it may be
necessary to perform a more detailed study on a larger sample in order to understand
the effect of blending.

5.2 Dust in damped Ly a systems

The presence of dust in damped Ly o systems has been indicated by the redder
colours of QSOs having these systems along their line of sight (Fall, Pei & McMahan
1989; Pei, Fall & Bechtold 1991). Pettini et al. (1994) have independently confirmed
the presence of dust in these systems through the measurement of abundance of the
refractory element Cr which appears to be depleted compared to its solar abundance.
SK96 obtained yet another independent proof for the existence of dust in the damped
Ly a systems. They argued that the observed flux of the QSOs having such absorbers
in their lines of sight must be smaller than the actual value as a result of which the
IGUVBR flux obtained from the proximity effect analysis of a sample of these QSOs
should be lower than that obtained from the whole sample. They confirmed this with
their sample of 54 QSOs, 16 of which had damped Ly « lines in their spectra. 5 QSOs
in our sample have damped Ly « systems along their lines of sight. Proximity effect
analysis for these yields JVLLzl.FngS J_»1 which is only marginally smaller than the
value of 2.0°28} J_, for the entire sample. The decrease in the value of J,, is much
smaller than that found by SK96 and may be due to the fact that our sample is much
smaller and the QSOs with damped Ly « systems form more than half of the sample.
Large samples will be needed to verify the presence of and estimate the amount of
dust in these systems.

5.3 Peculiar velocities of quasars and/or Ly a clouds

For several QSOs, some of the lines observed on the long wavelength side of the Ly a
emission line cannot be identified as heavy element lines. It is possible that these are
Ly o forest lines with a redshift larger than the emission redshift of the QSO. The
higher redshift of the Ly a. forest line can occur due to either the QSO having a
peculiar velocity due to its presence in a cluster and/or the Ly a forest clouds
Mailing towards the QSO or the cluster (Loeb & Eisenstein 1995) or having peculiar
velocities (SK96). The last possibility is rendered viable by the observed clustering of
Ly o forest clouds on velocity scales of < 300 km s (Srianand & Khare 1994,
Chernomordik 1995) and is also expected if Ly a clouds are associated with galaxies
or clusters of galaxies as mentioned above. The modification in the expected number
of lines near the QSOs taking into account some of these effects was evaluated by
Loeb & Eisenstein (1995) and SK96. Here we follow the approach of SK96 and
assume that the Ly o clouds have a Gaussian peculiar velocity distribution with a
velocity dispersion vy. The result will also be valid for the case of the QSO having a
peculiar velocity instead of the Ly a clouds. Good fit between the observed and
expected values is obtained only for v4 > 1000km s™. The best fit values of Jy, for
Vg = 1500 and 2000 km s are 2.5 J; and J_»; respectively. These velocities are
too large to be due to peculiar velocities of Ly « clouds and could only reflect the
peculiar velocities of QSOs. However, such high velocities, even for QSOs, cannot be
obtained for realistic values of cluster masses containing QSOs (Loeb & Eisenstein



Intergalactic UV Background Radiation Field 141

=T T T T T T T T T T T

08 -

[=3
o
T

x% Probability
o
-
T

Background flux

Figure 2. 4% probability as a function of the background flux for higher systemic redshifts of
the QSOs. The curves from right to left are for systemic redshift higher by 0, 500, 1000, 1500
and 2000kms™.

1995). It thus appears that the absorption lines with redshift larger than the emission
redshifts may not be caused by the peculiar velocities of Ly a clouds and/or QSOs.

5.4 Higher systemic QSO redshifts

Following Espey (1993) and SK96 we also considered the possibility that the
systemic redshifts of QSOs are higher than the values used here (Table 1). Note that
we have actually used the emission redshifts corrected for the difference in redshifts
of lines of the low and high ions, as per the prescription of Tytler & Fan (1992). The
dependence of J,,, on the shift in systemic redshifts (assumed to be the same for all
QSOs in the sample) is shown in Fig. 2. A shift by 250 km/s will reduce the necessary
value of J,, by a factor ~1.4, which is roughly the discrepancy between the flux of
HMO96 and that required by the proximity effect.

6. Conclusions

We have performed the proximity effect calculations for low resolution as well as
high resolution data assuming different shapes and redshift dependence of the
IGUVBR. We find that the required intensity of the background flux is highly
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sensitive to the shape of the column density distribution used in the analysis. The use
of a double power law reduces the intensity by a factor of 2.2 from the value obtained
by using a single power law distribution. It is therefore important to have a large
sample of lines observed at high resolution in order to accurately determine the
column density distribution. Higher systemic redshifts of the QSOs by only
~ 250 km s reduce the required intensity by a factor of 1.4. The presence of dust in
damped Lyman o systems on the other hand may be responsible for an underestimate
by more than 25% of the required value of the flux. A similar effect may also be
present due to the limitation in resolution used for observing the QSOs. Pure AGN
background, processed through galaxies and intergalactic matter falls short of the
proximity effect requirements by a factor of > 1.5. However, considering the
uncertainties in the required intensity due to its dependence on several other factors
mentioned above, this may not be a serious discrepancy. The required value of the
flux is highly insensitive to the shape of the background. In view of these
uncertainties the proximity effect may also be entirely accounted for by the radiation
from the galaxies responsible for producing heavy elements observed in the Lyman
alpha clouds. Note that we have not taken into account the additional uncertainties in
the value of Jy,, due to the uncertainties in the values of y g, QSO flux etc. (Cooke
et al. 1996). Thus we conclude that at present there is no compulsive evidence from
the proximity effect for a larger, dust extinct, QSO population or a substantial
contribution from galactic sources and pure AGN flux may be adequate to explain the
proximity effect.
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Abstract. We show here that the Ha flux from late type Be stars can be
explained as emission from an HIl region formed in the gas envelope
around the Be star, by the UV flux emitted by a helium star binary
companion. We also discuss the observability of the helium star
companions.

Key words.  Be stars—H-alpha line—He stars.

1. Introduction

The main characteristic of Be stars is the presence of emission lines in their optical
spectra, amongst which the Ha line is most prominent. The line emission from Be
stars is presumed to originate in an HII region formed in the gas envelope around the
Be star, by the Lyman continuum from the Be star. High variability of line emission
(sometimes even the vanishing of emission) is a distinct feature of Be stars.

Several models have been proposed for the nature of the gas envelope and its
formation around Be stars (see Doazan 1982 for references; also Waters et al. 1989
and Apparao 1985). The original suggestion by Struve (1931) envisaged an equatorial
disk supported by rotation. Poeckert & Marlborough (1979 and earlier references
therein) used a modified version of this model to successfully explain the line profiles
of Balmer lines. In this model the temperature of the gas is assumed . The model of
Doazan and Thomas (Doazan 1987) starts with high velocity wind from the Be star,
which slows down into a thick envelope at a distance. This model suggests that the
line emission occurs in the comparatively cool thick portion of the envelope. To our
knowledge this model has not been applied to account for the energy in the line
emission. Waters, Cote & Lamers (1987) have used a modified disc model to
determine the infrared excess in Be stars and compare with observations. They
assume a temperature throughout the gas and use this to explain the infrared spectra
of Be stars and to derive the density distribution in the gas envelope. Kerkwijk,
Waters & Marlborough (1995) used both the above disc models to calculate the Ha
equivalent widthinfrared correlation for several Be stars and compared with
observations. They find that the disc model consistently gives lower values for the Ha
equivalent widths as compared to the observed values, while the wind model gives
consistently higher values. We emphasize that in all the above disc models it is tacitly
assumed that stellar radiation from the Be star is enough to maintain the requisite
temperature throughout the gas envelope. It is necessary to show that the assumed
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temperature is obtained throughout the gas envelope before the results of calculations
from these models can be accepted.

Apparao & Tarafdar (1987) have calculated the Ho emission from the gas envelope
of Be stars, assuming that the envelope is ionized by the Lyman continuum of the star.
They calculated the energy in the emission from the HII region for different spectral
types. By comparing with observations they found that this process cannot account
for the energy in the Ha emission for spectral types B3 and later. Apparao & Tarafdar
(1987) also considered the absorption of Balmer continuum from the Be star to
enhance the ionization in the HIT region. After considering various uncertainties, they
concluded that the energy in the Ha emission from spectral types later than B5
cannot be explained as due to absorption of Lyman and Balmer continua from the Be
star in its gas envelope. They suggested that an additional source of energetic UV
photons with energy greater than the hydrogen ionization potential is required. The
number of such UV photons was estimated to be about 3x10% st and 10% s for
the B8 and B5 spectral types respectively. The purpose of this paper is to suggest a
source of these photons and account for the Ha emission from late type stars.

A model which attempts to account for the observed equivalent widths of Be
stars is that of Hoflich (1988). He discussed a cocoon model for Be stars, in which a
spherical gas envelope exists in continuation with the photosphere of the star. In
this model, a large percentage of the Balmer photons is absorbed to enhance the
ionization produced by the Lyman photons. With this model, assuming some
parameters like density and size of the envelope, Hoflich has been able to reproduce
the observed line profiles and equivalent widths for a few Be stars with spectral
types ranging from Bl to B8. But the author himself pointed out that the model is
not realistic and models have to be constructed to take account of the asymmetry
of the Be star envelopes. It is clear that the nonsphericity of the Be star envelope,
for which ample evidence (like polarization of optical radiation) exists, will make
the equivalent widths calculated by Hoflich, lower than the observed values. Also,
nonsphericity of the envelope will allow escape of photons in directions of
lower optical depth and lead to lower temperatures in the envelope and probably
consequent lower Ha emission. In any case, it is necessary to work out a realistic
model in order to see if it will explain the observed Ha emission from late type
Be stars.

The phenomenon of Be stars is very complex indeed and many different
explanations may be needed to account for the various observations. In this paper we
suggest that a helium star binary companion can supply ionizing photons to produce
an HII region in the gas envelope around the Be star to give the observed H-alpha
emission from late type Be stars. The gas envelope ejected by the Be star expands
outwards and reaches the compact companion as is evidenced by the x-ray emission
from neutron star binaries [see Waters & van Kerkwijk (1989), who term the
expanding envelope as a slow wind; also Apparao (1985) and Doazan (1982)]. The
fraction of the ionizing photons from the helium star intercepted by the Be star
envelope increases as the envelope approaches the helium star till all the photons are
absorbed when the helium star is surrounded by the envelope. The maximum Ha
emission occurs when the helium star is completely surrounded by the Be star
envelope and this is calculated in section 2. In section 3 we discuss the implication of
the result on the binarity of Be star and also the detectability of the He star
companion.
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2. He star-Be star systems and Ha emission

The evolutionary processes leading to Be starcompact star (Be + co) binary systems
have been discussed by several authors (see Van den Heuvel & Rappaport 1987 for
references; see also Habets 1986 and Pols et al. 1991). Starting with a close binary of
two stars, one of which is massive, the above authors find that mass transfer takes
place from the massive star to the less massive. The mass transfer results in transfer
of angular momentum also leading to a fast rotating Be star (see Plavec 1976). After
the mass transfer the core of the massive star is left as a helium (He) star. Depending
on the mass of the core, after further possible mass transfer, the remnant can become
either a white dwarf (WD) or a neutron star (NS). Thus a Be starcompact object
system results. Pols et al. (1991) have calculated the expected numbers of Be + NS,
Be + WD and Be + He systems using the above picture. They find that a fair number
of Be stars could have a He star binary companion. They further estimate that within
1 kpc, there should be 13 Be + NS, 129 Be + WD and 784 Be + He systems. Waters
et al. (1989) estimate that 3 to 7% of all B stars are Be + He systems independent of
spectral type.

Cox and Salpeter (1964) have constructed equilibrium models of He stars and
have tabulated their properties like radius and surface temperature for several
masses of the He star. For the mass range 0.312.0M, the temperature 7T ranges
between 35000 and 74000°K and the radius between 0.04 and 0.3R,. It should be
emphasized that the stars with smaller mass have lower temperature and smaller
radii. In order to obtain the radiation emission from the He stars, one needs mode
atmosphere calculations that give photon fluxes as a function of wavelength. The
calculations we are aware of are i) for a He star with a temperature 7 = 18000°K
(Hunger & Van Blerkom 1967) and ii) for 7 = 50000°K and 70000°K (Pols et al.
1991). iii) Dreizler (1993 and references therein) calculated the nature of absorption
lines in the ultraviolet and optical regions. The Lyman continuum from the He
star ionizes the hydrogen gas in the envelope of the Be star to form an HII region
which gives Ha line radiation.We have calculated the energy in the Ha emission
(Table 1) for the two temperatures of the He star, 50000°K and 70000°K using
the values of Lyman continuum given by Pols et al. (1991). The Lyman photon flux
corresponding to the temperatures are 7.2 x 10* and 2.7 x 10% photons s™. Using
this flux and the value of the recombination coefficient ag = 2.6 x 10 cm® 5%, we
have calculated the emission measure. Using this emission measure and the
value of theemission coefficient given by Osterbrock (1974) for Ha emission
(3.56 x 1072° erg cm® s7!), we obtained the energy in the Ha emission; these
values are given in Table 1. The ionization in the HII region and therefore Ha
emission can be enhanced by absorption of the Baimer continuum of the He
star (Apparao & Tarafdar 1987); we have used their computer code to find the
enhanced values which are also given in Table 1. For comparison the corresponding
calculated (from the HII region produced by the Lyman continuum of the Be star)
and observed values (Apparao & Tarafdar 1987) of Ha emission are given for Be
stars of the spectral types Bl, B3, B5 and B8. We wish to emphasize here that
the calculated values of Ha emission due to the He stars are the maximum, when the
He star is fully surrounded by the gas envelope of the Be star, as long as the situation
is density bound. These values do not depend on the distance of the He star from the
Be star.
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Table 1. Hea emission from HII region formed by He stars and Be stars.

Temperature Ho Emission Ergs s™! Observed* (maximum)
Star °K Lyman Lyman + Balmer Ha emission Ergs s~!
He 50000 9.9 x 10*2 2.5 x 1033 —
He 70000 3.7 x 10** 8 x 10% —
B1 25000 8.2 x 103 2.7 x 10** 2.5 % 10*
B3 20000 2.4 x 10% 5.8 x 10%2 4 x 103
B5 16000 3.6 x 10%° 8.3 x 10%° 8 x 102
BS 13000 7.0 x 108 1.7 x 10% 5 x 1032

The last four lines are from Apparao & Tarafdar (1987).

* In the calculation of Ha emission for different spectral types using the observed equivalent
widths, a spectral type determined from observations is used. There could be an error of up to
one unit in the determination of the spectral type number; this can lead to an error of up to
about a factor of two in the value of the Ha emission given. The observational errors are much
smaller.

3. Discussion

It is seen from Table 1 that the. He emission from a HII region formed by the Lyman
continuum from a He star companion in the envelope of the Be star is adequate to
explain the Ha emission observed from Be stars. In the early type Be stars the
emission due to their own Lyman continuum is adequate. The present explanation for
the Ha emission from late type Be stars would suggest that those late type stars
which show Hea emission can be binaries with a He star companion. We will discuss
the consequences of this below.

The Be stars with He star companions envisaged here will not show occulations
even in the most favourable conditions, because of the small size of the He stars
compared to the size of the Be stars. However for low orbital periods of the helium
stars, the radial velocity of the Be star may be detectable.In the present case where
we require He stars with the surface temperature of about 50000°K, the mass of
the He star is about 0.75M_ (Cox & Salpeter 1964). For an orbital period of say 20
days for the He star orbiting around a 4.5M B8 star, the orbital velocity of the Be
star will be about 75 km s™ which may be detectable. A systematic study of radial
velocities of late type Be stars can reveal the presence of He stars with low period
systems.

We now compare the radiation from the He star with the binary Be star companion,
in the optical and UV bands, in order to assess the detectability of the He star [Dr. J.
Heise has kindly provided us with the fluxes from atmospheric calculations with the
parameters given in Pols et al. (1991), which are also given above]. Table 2 gives the
relative fluxes from a T 13000°K B8 star and that from a T = 50000°K He star, in
the wavelength range 1150-3000 angstroms. To facilitate comparison the He star flux
is multiplied by (Rue/Rgs)® and is given in Table 2. We used Ry = 0.2R_ and
Res= 2.81R_ In Table 2, we have given the fluxes in the UV range, above the
detectable limit of the IUE satellite. In the optical range and the near UV
wavelengths, the Be star dominates the radiation. However below 2000A, the flux
from the He star is comparable to that from the B8 star. In the Lyman-« trough the He
star may dominate; the flux of the He star here may however depend on the H/He
ratio ( the value assumed in the atmosphere calculations used here is 0.1). A careful
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Table 2. Relative fluxes of a B8 star and a He star.

Relative flux (ergs cm2s~! A™1)

Wavelength He star® B8 star*
(angstroms) (T = 50000°K) (T = 13000°K)
3000 1.29 + 7t 7.714+17
2000 5.01+7 1.49 4+ 8
1500 1.24+8 23648
1300 1.79 + 8 2.80+8
1238 210+ 8 15148
1219 2.0148 537 +7
1216 7.68 +7 239+7
1150 26247 2.08 48

*a+nmeans a x 10",

@ Relative fluxes of a B8 star and a He Star Relative flux
obtained by using the ratio of radii of the He star and the
B8 star; the values of radii used are given in the text..

* Values taken from Kuracz (1979).

comparison of the continuum of late type Be stars below 2000A, with that of B stars
of the same spectral type may reveal the presence of the He star. We plan to undertake
such a study.

The He star radiation is dominant in the short wavelength radiation (below the
Lyman edge wavelength) when compared to that from the Be star(see Pols et al.
1991), and can be detected. He stars radiate copiously in the 200-1000 A wavelength
region, and these photons can be detected (e.g., by the EUVE satellite) if the stars are
close enough so that interstellar absorption is minimal. In the case of higher
temperature He stars, radiation can be detected by the Wide Field Camera (WFC) of
the ROSAT satellite. WFC detected nine B stars of which two are binaries with G
stars and one is Algol. Of the nine, two stars HD59635 (B5Vp) and HD 79464
(B9.5Vp) are late spectral type stars (Pounds et al. 1993). These two stars were also
detected by the EUVE satellite (Malina et al. 1993). Further observations have to be
performed to determine the flux and temperature in order to establish that the EUV
radiation belongs to the He star companion.

The presence of the He star will lead to V/R variation in the Ha emission (see
Doazan 1982). If the usual dimension (~ 10" cm) and density (10™-10' H atoms
cm™) are used the He star will ionize a portion of the gas envelope of the Be star. As
the He star revolves around the Be star in its binary motion, different regions of the
disk get ‘illuminated’ by the radiation of the He star. As the gas in the Be star disk
itself is revolving, the Ha emission will appear to move from violet to red sides of the
rest wavelength of the Ha line, thus leading to a V/R variation. In the case of early
types, a hot He star (see Table 1) will contribute Ha emission comparable to that of
the Be star, while for later types the He star contribution dominates. The V/R
variation due to the He star will be periodic. In this context it is interesting to note
that the observed V/R variation in the case of the Be stars 88 Her (spectral type B6)
and 4 Her (spectral type B8) display periodicities similar to their RV (radial velocity)
periodicities which are identified with binary periodicities (Doazan et al. 1982;
Harmanec et al. 1978). It is also interesting to note that the V/R periodicities are in
phase with the RV periodicities which agrees with our suggestion.
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Abstract. It is shown that parameters of flashes, detected by multi-
channel image cameras of Cherenkov detectors with closed lids are close
to those of Cherenkov flashes initiated by VHE gamma-quanta in the
Earth atmosphere. Even after application of criteria for gamma-like events
selection a considerable part of those flashes may be misclassified and
accepted as gammas. Since the flashes of this kind are detected also
during normal measurements with the opened lids of image cameras it just
increases the background and, as a consequence, decreases the detector
sensitivity even when one uses an anticoincidence scintillator shield
around the camera (its efficiency is about 75 %).

The use of detectors consisting of two (or more) sections no less than
20-30 m apart permits us to avoid the detection of both muon and local
charged particles flashes in the course of observations.

Key words. VHE y-ray astronomy-technique.

1. Introduction

The recent progress in the VHE gamma-astronomy has resulted in noticeable
achievements. Several gamma-ray sources were detected at a high level of
significance. New detectors of atmospheric Cherenkov flashes with the large area
of mirrors and consequently the lower threshold energy are being built. The structure
of Cherenkov detectors becomes more complicated — now their image cameras
consist of hundreds of photomultipliers (PMs).

At the same time the origin of the flashes in the light receivers was not analysed
in detail yet. It was Galbraith & Jelley (1953) who showed that the extensive air
showers (EAS) of cosmic rays are accompanied by Cherenkov flashes but their
experiments were performed for EAS primary particle energy (10 - 10'%) eV and
the mirrors used had a small light collecting area (about 1 square meter). In
comparison the modern Cherenkov detectors have the mirrors with a total area of tens
square meters and mirrors with a total area of hundreds square meters are planned.
With the increase of the mirror area one usually decreases the solid angle
corresponding to one PM. This is necessary for the more accurate flash image
construction. As a consequence the number of PMs increases. The flashes of other
origins are detected.

In this work the parameters of flashes initiated by charged particles passing through
the image camera material and those due to the Cherenkov light emission of muons
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are discussed. The detection of these kinds of events is confirmed by experiment
and needs no other evidence (Cawley et al. 1990) but in the course of selection
the events mentioned above can be treated as gamma-quanta initiated ones, that is
the problem. They are present in the observational data both of source and
background. This leads to the decrease of signal/noise ratio and consequently to
the decrease of detector sensitivity. The main features of these flashes are treated
below. The effective methods of their rejection are suggested.

2. Description of equipment

The most detailed description of GT-48 installation is given by Vladimirsky et al.
(1994). 1t consists of two identical altazimuth mountings (sections), northern (N) and
southern (S), which are 20 m apart in the direction North—South (Fig. 1). Six
telescopes are installed on each section.

The optics of each telescope consists of four 1.2-m mirrors with a common focus.
The mirrors of three telescopes have a 5-m focal length. Clusters of 37 photo-
multipliers (PMs) are located in the focal plane of the telescopes, and a conical light
guide is glued to each PM tube. The hexagon-shaped front surface of the light guides
allows a tight package of PM tubes in order to collect all the incident photons in the
camera plane (see Fig. 2). The mean diameter of the light guide front window
corresponds to 0.4 degrees.

The other three telescopes have a focal length of 3.2 m and are designed to detect
ultraviolet emission in the wavelength range 200-300 nm. PMs that are insensitive
to visible light are placed at their foci. The signals from all three telescopes
are linearly added in the adder. The majority coincidence 2 from 37 is usually
used. The resolving time of the coincidence logic is equal to 15 ns. The ADC has an
8-bit amplitude resolution.

Light detectors

Mirrors

Q‘Q/ _;s 3% )"t s"a
\Kv 4..\ Y.
\ .;\ 'EVAQ

‘J\_J‘.JFA"\

Frame

Figure 1. The sketch of the mounting of GT-48 (one section).
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Figure 2. The light receiver of GT-48 (the schematic picture).

The information about the flash images is recorded by personal computer (PC). We
also register the PM’s anode currents and the total count rate of each channel. The
accuracy of tracking carried out with the aid of PC is 1'.

Observations can be performed both in the mode of coincidence between the two
sections and in the mode of independent observations with each section. The count
rate at zenith was equal to 50 per min and the gamma-ray energy threshold was
approximately 0-9 TeV.

3. The main parameters of flashes generated by the local
charged particles in the photomultipliers

The special sets of observations were carried out in the mode of independent
detection with both sections of GT-48 parallel to each other. The observations were
made for various zenith angles in the period July 29th — August 3rd, 1995.

We had to decrease the high voltage at PMs for independent observations in order
that accidental coincidence of 2 from any 37 channels to be less than 10° of real
count rate. The arrival time of flashes was registered with 10 ps accuracy which
allowed us to select flashes detected by both sections.

Besides, the flashes were detected with covered light receivers (image cameras)
at the various zenith angles of the telescopes. Existence of these flashes was
shown earlier by the Whipple group (Cawley et al. 1990). It was shown that the
count rate increases with the increasing of the zenith angle but no data on the
flash parameters were published. The flashes of this kind are detected also
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Table 1.  The counting rate (min™%).

With closed lids With opened lids
Zenith GT-48 Whipple GT-48 Whipple
Angle N S [2] N S [2]
0° 1.1£0.1 03+£005 1341 43 32 250
25° 1.1+0.1 0.3+0.05 171 47 36 250
45° 38104 1.7+0.2 2242 35 24 190
60° 8.0+0.6 34+04 3742 26 17 140
90° 193+1.2 7.2+07 — — — —

during the usual observations with opened lids and therefore information about
their parameters is of great importance. The data obtained with closed lids and
corresponding data of the Whipple observatory (Cawley et al. 1990) are listed in
Table 1.

The analysis of the above given data enables us to make several conclusions:

e The count rate of flashes being detected with the closed lids depends on the image
camera orientation.

e The flash count rate and its dependence on the zenith angle is different for various
installations.

Three reasons are obvious for this result. Firstly, it is the difference of single
channel thresholds. (Here we mean the threshold reduced to the PM’s photocathode.)
It is the difference in the single channel thresholds which is responsible for the
difference in the count rates at two practically identical sections of our gamma-
telescope GT-48.

The measurements carried out earlier have shown, that the count rate of a section
with covered lids varies much more than the count rate with opened lids if we change
the high voltage at PMs. So, if we change the voltage by 90 V the count rate under,
covered lids increases 15 times while the count rate of the atmospheric Cherenkov
flashes changes only 2.8 times.

The altitude of detector location above sea level (s.1.) is the second reason. The
Whipple telescope is situated at the altitude 2300 m above s.I. where the value of
cosmic ray flux and its angular distribution differ from those at the altitude 600 m
above s.l. where GT-48 is situated.

The third reason is the number and size of PMs (the Whipple camera consists of
109 PMs while GT-48s of 37 ones of the same diameter).

Figure 3 represents a sample of a flash image detected by image camera. Its main
parameters are length (a), width (b) and the orientational angle ¢ between the large
axis of the image ellipsoid and the x-axis.

a= \/ku cos? p — kyp sin2¢ + kpp sin? ©,

b= \/k” sin® ¢ + ky2 sin 2¢ + kys cos? ,

L ety 212
v=3 & ko — ki’
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x = -0.629
y =-0.156
a=0.31

b =0.08

Figure 3. A sample of a flash image generated under the closed lids of detector. The figures
in pixels mean the values of amplitudes I;

where
k22 = max(ky;,ky,), ki = min(k,,, ky,),

K S Li(x — %) K S Li(yi — ) Koy — Y Li(xi — %) (yi — y)
1 — EII ’ 22 — Z:I! 3 12 = zlg )

where (X,y) is the ‘gravity’ center of the image or centroid, x, and y; are the
coordinates of pixel’s center and I; is the amplitude of the signal in the pixel number i.

Note that the parameters of flashes detected with closed lids are sometimes similar
to those of gamma-quanta initiated ones. And as it is evident from Table 1 the number
of flashes initiated by charged particles detected at 60° zenith angle is about 20-30 %
of the total number of events detected by each section separately.

To illustrate our conclusions we give the distributions of length (a) and width (b)
after the preliminary selection in Fig. 4.

It is clearly seen that a considerable part of flashes detected with closed lids can be
treated as gamma-like ones. In reality if one uses the combination of parameters, for
instance, ‘supercut’ (see Lang et al. 1991) for selection of gamma-like events the part
of flashes initiated by local charged particles is rejected but a part of the flashes
remains in the gamma-ray category. So for GT-48 observations data one third of the
flashes remains after selection with using ‘supercut’ if one does not use the
coincidence of two sections. Using the anticoincidence scintillator shield, of course,
reduces the number of the flashes generated by local charged particles. According to
the results of the Whipple Observatory the efficiency of the shield is about 75%
(Sarazin et al. 1996). The complete rejection of the local charged particles with the
aid of the anticoincidence shield is impossible because the ‘soft’ component of
cosmic rays consists of high energy particles accompanied by high energy gamma-
rays. The gamma-rays interaction length is significantly higher than the thickness of
the scintillator shield. High energy gamma-quanta generate charged particles in the
material of the imaging camera. These particles cross the PMs and in consequence
imitate the Cherenkov flashes.
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Figure 4. The frequency distributions of parameters a (length) and b (width): 1 — for all the
detected events, 2 — for flashes detected by a single section (North), 3 — for flashes detected
with the closed lids of image cameras by North section (enlarged by 10 times). The ranges of
arameters of events treated as gamma-like ones are marked by arrows.

4. Cherenkov light flashes initiated by muons

Single muons are inevitably detected by modern detectors with multichannel image
cameras especially by those with low energy threshold. The flash image looks like a
ring 2.4°-2.6° in diameter if the muon trajectory crosses the mirror near its center and
is coaxial to the optical axis of telescope (see Vacanti et al. 1900).

The muon origin of the annular images was confirmed by the special observa-
tions carried out at the Whipple Observatory (Fleury et al. 1991). It was shown that
the annular images are connected with the muon passage through the scintillator
detector.

If muon passes by in the vicinity of the telescope mirror or is moving at an angle to
the optical axis of the telescope its image looks like an arc. Some of them have the
similar orientation angle with the gamma-quanta initiated events. In this case one can
hardly distinguish a muon image from a gamma-ray one. According to Jiang et al.
(1993) 1400 flashes can be treated as initiated by single muons from 17866 detected
ones (~8%). The same result was obtained by these authors for the detection of
flashes with the solar blind PMs.

The rough estimation made for illustration shows that the maximal amplitude of

muon initiated flash is 250 photons per one pixel for the Whipple image camera (in
the wavelength range 400-500 nm.)
The same value for GT-48 equals to 150 photons. The mirrors of GT-48 are
distributed over the area not homogeneously, that’s why the ring images are not
homogeneous too and have breaks. The maximum amplitude of the flash in pixels is
about the threshold. That is why we did not succeed in the selection of flashes
initiated by muons on the base of their ring-like looking image. According to our
rough estimations the count rate of the flashes initiated by muons is equal to
0.3 mint after preliminary filtering for the GT-48 at zenith region (< 25°) that is
about 3% of the total rate.
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5. The parameters of flashes detected by a single section

As it was mentioned above the number of muon initiated flashes is about 3% from the
total number according to our estimations. It is interesting to know that the part of
flashes detected by a single section (not in coincidence) is 22% and 36% from the
total number of events detected on S and N sections correspondingly. Their average
parameters do not differ essentially from those detected by both sections (in
coincidence). Obviously these flashes are the Cherenkov light flashes from EAS with
primary particle energy being near to the threshold one. This conclusion is confirmed
even by the similarity of average parameters, which are presented for both coincident
(coin.) and noncoincident (ncoin.) events in Table 2, where a is length, b is width, e is
ellipticity, Full is the averaged for the set of events number of channels used for
imaging and V is the total amplitude (measured in discrets, i.e., in units of amplitude
corresponding to 0.7 electron).

Table 2. The average parameters.

Zenith 0° 25° 45°
N S N S N S
a coin, 0.407 0.403 0.380 0.379 0.365 0.357
ncoin. 0.343 0.327 0.351 0.350 0.333 0.347
b coin, 0.188 0.187 0.172 0.166 0.160 0.154
ncoin. 0.155 0.151 0.144 0.156 0.137 0.130
e coin. 0.511 0.532 0.518 0.529 0.529 0.536
ncoin. 0.513 0.500 0.544 0.523 0.530 0.560
Full coin. 9.81 9.03 8.72 8.21 7.94 7.39
ncoin. 6.07 5.76 5.89 6.38 5.40 5.40
v coin. 440 378 421 364 379 345
ncoin. 184 184 190 202 187 196
500 AN SRAY RS M Y NS SN
N s 4
400

300

200

100

0 100 200 300 400 500
Total amplitude (d.c.)

Figure 5. The frequency distributions of total amplitudes V of Cherenkov flashes for North
section: 1- all the flashes, 2 — flashes detected by both sections.
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The errors of definition of average parameters equals to 1-2% from the measured
value.

One can think that the number of noncoincident flashes is too high. We suppose
that the main reason for the absence of the coincidence is their small amplitudes and
low correlation between values of amplitudes at two sections in spite of the small
distance between sections (20 m).

In confirmation of this assumption we present in Fig. 5 the histograms of the total
amplitude distributions of all the detected flashes and of the coincident flashes for the
north section of GT-48.99% of flashes with high amplitudes (> 500d.c. or > 350
p.e.) at the North section are accompanied with flashes at the south section. Whereas
for total amplitudes about ~ 150 d.c. (~ 105 p.e) this value is only 50%. The
situation with the south section is very similar.

Of course, it is rather difficult to explain the decrease of the correlation coefficient
only by statistical fluctuations in the number of photoelectrons ejected from PM’s
photocathodes. We suppose that low correlation is connected with lateral fluctuation
of the Cherenkov light intensity.

6. Conclusions

The observational data and analysis of flash parameters enabled us to make the
following conclusions:

e The multichannel camera with PMs detects both flashes initiated by EAS and
flashes initiated by charged particles passing through PMs. This background is
about 0.3 min™ for GT-48 at zenith.

e The parameters of charged particles initiated flashes are sometimes similar to those
initiated by VHE gamma-quanta in the Earth atmosphere. That’s why 25-30% of
such flashes after the shape selection are treated as gamma-like events.

e The obtained data concerning the parameters of flashes detected by a single section
show that they differ from being detected by both sections ones mostly by full
amplitude of a flash. The difference between other parameters of the coincident and
noncoincident flashes are explained by the following fact: the flashes with lower
full amplitude have smaller value of length (a) and width (b). The increase of small
amplitude event number detected by a single section leads to the decrease of
average values of other parameters in comparison with the same values for events
detected by both sections in coincidence.

The background of the local charged particles after selection with the ‘supercue’ is
about 0.03 min-! when observing near the zenith (< 25°). This count rate
corresponds to a primary flux of 1.5 x 107 cm™ s*. However with the decreasing
of the single channel threshold the local charged particle background increases much
faster than the count rate of the atmospheric Cherenkov flashes.

The problem of local charged particles rejection can be easily resolved if the
Cherenkov detector consists of two (or more) sections. The distance between sections
depends upon the detection threshold and the area of mirror. For our installation it is
20 m. In this case the local particle flashes and partly the muon flashes are not
detected. Moreover the use of two or more detectors allows one to apply the
stereoeffect parameters that give the possibility of the gamma-ray selection efficiency
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increasing (Kalekin et al. 1995) and as a consequence to increase the sensitivity of
detectors to gamma-ray flux.
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Abstract. Radial velocities are given for some 900 stars within 15° of
the North Galactic Pole, including almost all such stars classified G5 or
later in the Henry Draper Catalogue. Luminosities, two-dimensional
spectral classes, composition indices, and distances are derived for the
majority of the sample through DDO and BV photometry. More than half
of the stars are classified as G5 — K5 giants: they show a clear relationship
between composition and velocity dispersion for the two Galactic
components V and W, and a less well-defined trend for U. Four abun-
dance groups exhibit characteristics which imply association with,
respectively, the thick disk, old thin disk, young thin disk, and Roman'’s
"4150" group. The sample is contained within | kpc of the Galactic
plane, and no trends with distance are evident.

Keywords. North Galactic Pole—radial velocities—BY and DDO
photometry—space velocities—abundances—Galactic structure.

1. Introduction

Interest in Galactic structure, particularly after the epic work of Eggen, Lynden-Bell
& Sandage (1962), has prompted a vigorous effort to establish some of the principal
parameters of our Galaxy, such as the number of discrete Galactic-model components
and their scaling factors (or density normalization, the relative numbers of each
component in the Galactic plane), and the run of abundance and velocity dispersion
with z, the distance from the plane.

The relationship between the kinematics and the chemical abundances of stars
is central to establishing the reality of the wvarious proposed components of the
Galaxy: the "thin disk", the "thick disk", and the "halo", proposed by Gilmore and
associates (Gilmore & Reid 1983), or the two-component model, advocated by
Bahcall and coworkers (e.g. Bahcall & Soneira 1980). Alternatively, rather than
distinct components, a continuum may exist (e.g. Norris 1986; Norris & Ryan 1991),
in which the kinematic and abundance -characteristics gradually change with
formation time, possibly owing to an infall of protogalactic fragments into dynamical
equilibrium (Searle & Zinn 1978).

Chemical-abundance and velocity-dispersion gradients as functions of z require
samples extending well into the halo region. In recent studies, Gilmore, Wyse & Jones
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(1995), Chen (1997), and Reid et al. (1997) found no gradient of abundance from 1 to
3 kpc, contrary, for example, to the results of Norris & Ryan (1991) and Morrison
(1993).

Excellent and comprehensive reviews of the status of Galactic research and results
are found in Gilmore, Wyse & Kuijken (1989), Sandage (1989), and more recently in
Majewski (1993a), as well as the seminar series edited by Majewski (1993b),
especially his own section (Part I). In particular, a number of invited papers in the
"Preston-Fest" conference (Morrison & Sarjedini 1996) gives up-to-date reviews of
current ideas on Galactic Halo history and formation.

The present study involves approximately 900 late-type stars (mean distance from
the Galactic plane 244 pc), a sample which is large enough to establish a trend of
chemical abundance with velocity dispersion. The sample includes stars with
classical thick-disk properties, albeit in small numbers, as they pass through the
vicinity of the plane. The emphasis here is to determine the runs of velocity disper-
sion with abundance and with regard to the lag in the Galactic velocity component in
the direction of Galactic rotation, to see how they relate to the thin and thick disks.
The sample does not extend to sufficient distances to allow an extensive study of the
gradients of velocity dispersion and abundance as functions of z.

Our analysis involves utilization of proper motions and DDO-derived distances
(through the DDO-derived Mv). In the cases of very distant stars, the resulting tangent-
tial velocities often contain large errors, so we restrict our analysis to stars with DDO
luminosity class IlI-111 and fainter. We furthermore restrict the analysis to the spectral
range G5 — K5 (the valid DDO range). Henceforth, we use the terms "giant" to mean
G5 — K5 stars with luminosities I1 11, 111, and 11I-1V, "subgiants” to mean luminosity
IV, and "dwarfs" to mean G5 — KS stars with the fainter luminosity classes 1V-V and
V. Stars falling outside these limits nonetheless are listed in the appropriate tables.

2. The sample

One of us (R.F.G.) embarked nearly 30 years ago on a project whose goal was to
determine the radial velocities of all the stars that are listed in the Henry Draper
Catalogue as being of type G5 or later and are within 15° of the North Galactic Pole.
About 800 stars meet those two criteria; they were identified in the Catalogue within
an area of sky that was only rather roughly bounded by the small circle of Galactic
latitude corresponding to b = +75°, so the sample is not strictly confined within, nor
quite complete for, the nominal area. About 100 non-HD stars were additionally
observed, as described in the concluding paragraph of this section. Since they were
not selected either for kinematic or for abundance reasons, and they generally fall
within the spectral-type range of the HD stars, they do not bias the sample and have
been retained in the discussion. The result is that the final sample includes 914 stars.

The project was made possible by the development at Cambridge of the technique
of measuring stellar radial velocities by spectroscopic cross-correlation (Griffin
1967), which for late-type stars offers accuracies better than 1 km s™. Radial-velocity
spectrometers operating on that principle subsequently proliferated, and several of
them (enumerated below) have been used in this effort.

Later, DDO and BV photometry were initiated by K.M.Y. at Mount Laguna
Observatory. From the DDO photometry, mk class (designated by lower case to
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distinguish from that derived from spectrographic inspection), My (DDO),and a
composition index (designated [Fe/H] ppo) were derived, and with the aid of visual
magnitude the z-distance was then calculated.

The HD star numbers (Cannon & Pickering 1919, 1920) are given in Table 1,
followed in many cases by additional identifications, e.g. number in the Bright Star
Catalogue (BSC, Hoffleit 1982), constellation designation (Bayer 1603; Flamsteed
1725), number in Upgren's (1962) lists of Galactic-Pole stars or (Upgren 1960) M-
type stars, numbers given by Trumpler (1938) to stars in the field of the Coma
Cluster, Gliese (1969) numbers from the Catalogue of Nearby Stars, or numbers in the
double-star catalogues BDS (Burnham 1906), ADS (Aitken 1932) or Cou (Couteau
1990). Those stars whose HD numbers are followed by asterisks are in the Supple-
ment to the Bright Star Catalogue (Hoffleit, Saladyga & Wlasuk 1983). In quite a
number of instances, stars that were seen in the same telescopic fields as the HD stars
were also observed, with a view to assessing whether or not they are physically
related to their respective HD 'primaries'. They have been designated in Table 1 and
subsequently by the corresponding HD number suffixed by the letter B, or sometimes
C. Such entries are, of course, not recognized HD designations. In most cases the
stars concerned have already been identified in one or more of the catalogues and lists
mentioned above, or in the BD (Argelander 1859, 1861) or the SAO (Smithsonian
1966). In cases where the subsidiary stars are not readily identified from existing
publications, their approximate distances and position angles from their respective
HD primaries are given; they are estimated, not astrometric, relative positions.
Following the identifications are dates (to a hundredth of a day) of mid-observation,
radial velocities in km s, and codes for the telescopes/spectrometers used. A colon
after the velocity implies uncertainty, while brackets indicate rejection. A few
comments at the end of the table are signified by the letters a—h following the
associated velocities.

3. Radial velocities

The radial velocities are from seven sources, all of which involve photoelectric radial-
velocity spectrometers: these sources and pertinent information are listed in Table 2.
Observations made at Cambridge, and elsewhere by R.F.G., were standardized either
directly (series 1, 2, 4, 5) or indirectly (series 3, 6) against measurements of the
primary reference star HD 113996 = 41 Com (Griffin 1967); it is a pure coincidence
(P < 1/500) that the primary reference star, which was chosen years before the
presently described project was conceived, is situated so conveniently close to the
Galactic Pole (b - 86-5). The radial velocity of 41 Com is taken to be —14.7 km s*
(Griffin  1969). It has been found (e.g. Griffin & Herbig 1981) that such
standardization tends to lead to velocities that are about 0.8 km s™ more positive
than ones that are tied to the 1AU scale (Pearce 1957). Since, however, the IAU scale
is itself not well defined and has for a long time been in course of revision (Batten
1985; Andersen 1988; IAU 1990, 1992; Stefanik & Scarfe 1994), we have seen fit to
retain our own standardization.

A zero-point adjustment of +1.8 km s was applied to observations by K.M.Y.
(series 7), which were initially standardized against a hollow-cathode lamp giving
a spectrum of iron, to bring them into systematic agreement with the others.
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Table 1 Spectrometer Measurements of the Radial Velocities of North Galactic Pole G5-M Stars.

The individual measurements are given for each star after the star's identification, normally taken
from the Henry Draper Catalogue (Cannon & Pickering 1919, 1920) and in many cases also from one or more
other catalogues whose references are given in the text (Section 2, last paragraph). The stars whose
names are followed by asterisks appear in the Supplement to the Bright Star Catalogue. There are many
instances in which the visual companions to Henry Draper stars have been observed; the companions have
here been attributed the HD number of the principal star plus the suffix B {occasionally C). In mcst
cases alternative designations, which are listed in the Table, already exist and serve positively to
identify the object concerned; in the remaining cases the approximate distances and position angles
from the principal stars are noted - they are estimates, not astrometric determinations. Each
observation is given with the date (UT) to an accuracy of two decimal places in the form (year - 1900),
month, day; the radial velocity in km s™%; and a comment. The comments mainly refer to the instrument
with which the measurement was made. Where there is no comment, the observation was made by R.F.G.
with the Cambridge spectrometer {(Griffin 1967). The other sources are identified by capital letters;
Table 2 provides the key. A very few comments flagged by lower-case letters refer to footnotes to be
found at the end of the Table, A similarly small number of observations [velocities enclosed in
brackets} has been rejected and supposed erroneous, while those marked with : and :: are uncertain and
have been given half-weight and gquarter-weight respectively in the means of Table 3.

HD 102142 HD 102896 HD 103627 (continued) HD 104206
70 1 7.11 +8.6 74 73" 3.01 1+20.6:1R 89 3 28.05 +10.4 O BDS 5992 A
76 12 24.04 [+18.7:]R 78 3 31.01 +14.3 91 2 4.16 +9.8 © 71 2 17.01 +16.6
80 1 2.09 +10.1 79 5 14.94 +15.4 80 1 2.10 +18.0
84 4 30.85 +10.4 89 3 28.04 +16.5 0 HD 103660 89 3 26.01 +17.8 O
91 2 4.16 +16.4 0 U 29° 21 90 2 15.34 +17.3 E
ED 102161 701 7.14  -3.5
80 1 2.09 +20.3 HD 102926 72 1 7.8 -5.0 P HD 104206 B
86 1 26.04 +18.8 73 5 16.91 +3.0 R 89 4 30.98 -4.3 O U 26° 27
87 2 28.95 +20.0 O 76 12 1.11  +1.4 R BDS 5992 B
89 4 30.96 +2.1 0 HD 103684 89 3 26.01 +17.6 ©
D 302404 U 35° 27 90 2 15.34 +18.1 E
U 25° 2 HD 103071 sB
sB 7¢ 3 3.03 +15.3: R HD 104207+
76 12 1.13 (+8.1] R HD 103719 GK Com
BD 102493 77 "a 1.89 +15.9 U 33° 2% 74 5 7.87 +37.6 R
U 33° 6 79 5 14.95 +17.1 7071 7.1a 47.0 86 3 18.39 +38.1 Y
73 6 14.15 +17.3 P 80 1 13.10 +15.7 78 1 27.06 +6.2 87 3 2.01 +36.4 ©
70 5 20.99 +19.9 R 89 3 28.04 +15.9 0 89 430,98 +7.1 © 88 1 26.52 +35.9 v
89 3 30.00 +17.2 0O 4 30,97 +15.5 © 89 3 28.05 +38.0 ©
91 2 4.16 +16.2 O H 91 2 4.18 +37.2
HD 102494 L °
U 28° 4 HD 103128 717 2 17.01 -26.6 HD 10
. . 4290
7172 14.08 -20.% 73 2 24.03 -60.5 R 76 12 1.12 -25.7 7 -
16,00 -21.6 15 72 2802 -60.6 85 4 3008 _su.3 N o 3 Ropes -;'2 p
21.08 -20.7 89 4 30.01 -60.1 o0 87 3 202 -8.1 o
L 22007 2009 HD 103781 ) e
27 -22.2 HD 103151 U 27° 19
i HD
72 4 8.01 -20.6 U 28° 10 73 425.91 -36.2 R 028038
, 8.96 -21.7 721 6.58 +2.7 p 84 4 24.86 -35.5 72 1 7.49 +1.2 P
3 223.99 -21.4 R 73 4 25.91 +42.5 R 73 3 9.02 +0.1: R
3 12'23 -ig.g . 85 4 30.97 +2.6 O HD 103813 4 25.92 +1.6 R
.97 -19. U 27° 20 427.88 +2.8
74 4 15.01 -21.0 HD 103249 73 3 9.00 + . 3 o
. as.1
89 3 30,00 -21.1 © 73 3 30.94 +19.0 R 82 4 26,85 1433 B9 8308 w17 0
i 102602 84 4 27.86 +19.0 89 4 30.98 +43.5 O HD 104392
78 3 31.00 -11.8 KD 103310 HD 103847 89 & 10088 1303
84 4 23.89 -§.2 ADS 8342 AB 73 3 15.98  +6.6 R 41985 a1
83 12652 -111 v 71 2 16.01 +27.2 78 330.9¢  +6.5 HD 104406
313002 -1112 o 78 3 30.93 +427.6 89 4 30.98 +7.2 O U 26° 34
89 3 28.04 -1i.5 o 89 4 30.97 +28.8 0 71 2 22.01  -8.4
HD 103955 72 1 5.49 -9,
HD 102646 HD 103418 73 3 9 . 38 5
L01 -47.9 R -
vest s SB2, orbit JaA2l 51690 4703 = $9 330z 8.9 0
711 2 22,00 +13.1 74 520293 -47.2 R 4D 104438
76 12 1.10 [+9.2) R HD 103543+ -
77 73 31,01 +12.5 U 26° 16 59 430.38 ~as1 0 o8 4500
426,96 +13.7 727 1 '5.59 +16.0 @ HD 103965 s8
5 27.92 +12.9 73 6 14.15 +16.7 P U 32° 18
bs S 2034 1l 74 5 6.37 +13.8: R 700 1 7.14  -6.2 HD 104450
1 3 19:88 :i%% 98 3 i]l.‘(i(; ++117697 RO 84 4 25.8¢6 -5.3 Dip very wide and weak
89 4 30.96 +13.1 o 89 4 30.97 +16.9 o HD 104053 & 350 ML
4D 102680 92 2 27.45 +16.5 v 7332593 o539 w 89 3 28.06 +47: o
16.89 -53.4 R
U 30° 2 HD 1Q3577
86 3 17.42 -52.9 Y
1001 1z w0 7o2leos -en 88 4 13.90 -53.5 33059
. . . ~6.4
83 4 30.96 +0.7 © 89 4 30.97 -5.5 o0 HD 104075 e 5189 8"
ADS 8374 A :
HD 102687 HD 103627 U 33°
39 32
73 73 30.92 +19.2: R 74 3 3.03 +11.7: R HR 4581 LY iR RO 9.5
84 1 9.13 +20.9 82 3 7.98 +7.4 sB 81 42385 58 o
84 1 9.14 +7.8 88 313.03 -75 o
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Table 1 (Continued)

HD 104527 {continued) HD 105020 HD 105424 HD 105865
89 3 26.01 -8.0 © U 28° 41 U 31° 31 70 3 29.03 -41.2
90 2 15.35 -7.5 E 76 1 7.2% -42.8 8B 77 4 5.07 -38.1
91 2 5.08 -7.9 0 72 1 7.58 -42.4 P 79 5 19.89 -41.1
93 3 25.07 -8.4 O 74 5 20.9¢ -41.8 R HD 105443 80 1 2.11 -41.1
94 6 4.01 -7.9 © 89 5 1.00 -41.9 ¢ SB 5 5.95 -40.7
11.91 -41.2
HD 104589 HD 105021 HD 105459 18.91 -41.8
u 26° 37 SB, orbit JAA21 U 28° 38 81 2 2.11 -41.1
70 1 7.16 +36.4 73 2 23.03 -18.5 R 1.10 =40.4
72 1 5.59 +35.9 P HD 105034 87 3 5.02 -20.5 © 13.09 -41.4
89 4 30.99 +35.5 © 78 3 31.01 -19.0 4 14.98 -41.3
34 4 20.%4 -20.5 HD 105475* 27.93 -39.6
HD 104590 U 27° 55 5 24.97 -40.2
U 25°¢ 25 HD 105045 Tx 3 82 1 10.15 -490.6
72 1 3.50 -6.9 P 84 1 9.15 ~9.8 72 1 6.51 +1.0 p 21.13 -39.8
73 2 22.02 -6.1 R 86 4 4.88 -8.3 0 73 3 10.99 +1.3 R 89 3 28.10 -41.3 ©
89 4 30.99 -6.5 © 89 5 1.00 +1.3 ©
HD 105074 HD 105898
HD 104621 U 26° 41 HD 105516 Tr 13
U 27° 33 SB U 38° 59 80 1 2.11 -38.4
73 3 30.95 -22.3 R 71 2 .10 -25.2 84 4 20.95 -39.1
80 1 13.12 -20.7 HD 105086 87 3 1.54 -25.2 O©
70 1 7.21 -40.4 HD 105927
HD 104675 84 4 30.85 -37.8 HD 105548 73 2 23.06 +12.2 R
U 37° 5¢ X 7 4 24.95 +36.2 34 4 25.87 +8.9
73 3 28.92 -21.3 R HD 105101 78 3 30.96 +35.0 8% 3 28.06 +3.6 ©
84 4 27.86 -18.8 73 2 24.06 -3.2 R 8% 5 1.01 +33.7 O 91 2 4.17 +10.0 ©
84 4 28.86 -0.6
HD 104688 HD 105586 HD 105981
U 29° 38 HD 105102 U 30° 35 U 26° 58
71 2 4.09 -6.6 U 26° 42 73 3 11.02 +13.6 R HR 4640, 4 Com
78 3 30.85 -4.2 71 2 22.01 -54.6 84 4 20.95 +15.0 Tr 16
89 4 30.99 -4.9 © 72 1 5.49 -5%.5 P SB, orbit PDAO 4, 303
31 2z 5.09 -5.5 0O 89 5 1.00 -55.1 © HD 105602
91 1 28.10 -55.8 O Dip very wide and weak HD 105982+
HD 104710 88 3 15.13 +1: o] SB, orbit JAAll
U 30° 28, M 20 HD 105156 89 3 26.02 -4: o
70 7.16 -6.5 Dip wide and weak 5 1.01 -3 Q HD 106003
72 1 28.56 -6.8 P 80 1 13.11 +9.8: 80 2 15.35 +3: E U 39° 66
75 4 20.00 -7.3 87 3 2.02 +13.0: O 73 2 23,06 -26.1 R
77 2 4.18 -8.7 89 3 30.12 +14.5: © HD 105632 77 4 5.08 -27.3
79 5 19.89 -7.5 U 33° 51 8% 5 1.85 -26.5 ©
89 4 30.99 -7.0 © HD 105180 73 2 23.04 +7.0 R
84 4 25.86 ~5.2 77 4 .27.83 +4.8 HD 106023
HD 104742 87 3 5.02 -5.2 O 89 5 1.84 +4.3 O 71 2 16.04 +7.6
ADS 8404 AB 77 4 19.03 +5.6
71 2 17.03 +4.4 HD 105181 HD 105699~ 89 5 1.86 +7.4 ©
80 1 2.11 +2.5 U 34° 31 66 3 20.04 (-27.5:)
70 1 7.22 -5.0 68 4 24.02 -18.3 HD 106057
HD 104754 77 4 27.92 -5.6 24.95 -21.3 HR 4643, S5 Com
78 1 27.06 -5.9: 89 5 1.00 -5.0 0o 26.90 -22.0 74 5 6.95 -25.7 R
84 4 24.87 -6.2 6% 3 6.07 -20.5 77 4 5.07 -22.7
86 1 26.05 -7.7 HD 105182 4 15.86 -20.4 78 1 27.08 -23.8
U 30° 31 16.99 -21.1 84 4 30.87 -23.9
HD 104785 SB 84 ¢ 24.87 -20.6 86 4 4.88 -24.8 ©
70 1 7.18 -41.1 87 2 2B.98 -24.6 O
82 1 11.14 -39.0 HD 105182 B HD 105740 89 3 28.07 -24.9 ©
U 30° 30 68 2 4.17 ~2.1 91 2 4.17 -24.8 ©
HD 104845 91 2 5.08 -8.5 © 4 8.02 -1.8 82 4 29.88 -24.9 O
U 37° 52 69 4 24.98 -2.7 93 3 25.08 -24.5 ©
73 2 27.00 +11.9 R HD 105216 89 3 30.13 -2.4 ©
4 25.94 +10.5 R U 34° 32 HD 106073
74 5 20.85 +10.6 R 72 4 24.91 +24.0: HD 105756 68 12 23.28 +3.8
89 3 30.12 +10.0 © 78 3 30.95 +25.2 Tr 9 63 4 17.96 +5.4
8% 5 1.00 +24.1 O 73 2 24.08 -3.4 R 71 2 17.0S +5.3
HD 104862 87 2 28.97 -2.4 0 8% 3 30.13 +4.2 C
U 36° 28 HD 105217
73 3 9.03 -4.1 R ADS 8425 A HD 105771 HD 106088
84 4 26.86 -3.7 Dip very wide and weak U 29° 55 73 2 27.05 -12.9 R
81 5 17.34 -19: P 72 1 28.47 -0.2 p 78 3 30.9%2 -13.5
HD 104906 84 12 2.57 -15: P 73 3 11.01 +0.5 R 89 5 1.87 -12.6 ©
U 33° 42 87 2 28.96 -13: o] 8% 5 1.85 -0.6 ©
73 2 27.01 -7.0 R 89 3 30.13 -13: o] HD 106104
77 4 27.92 -9.4 HD 105843 SB
89 4 30.99 -8.6 O HD 105290 U 33° 55
73 2 27.05 +20.3 R 74 3 3.13 -37.5 R HD 106104 B; 75", 110°
HD 104923 86 1 26.06 +21.0 75 2 28.05 -37.6 90 2 14.36 +7.1 E
75 2 28.04 +10.1 78 3 30.99 -36.1 91 1 28.11 +7.4 0O
84 1 9.14 +10.0 HD 105302 89 S5 1.8 -37.2 O 2 5.09 +6.2 0O
U 34° 34
HD 104958 73 222.07 -29.7 R HD 105844 HD 106153
71 2 17.03 -32.0 4 25.95 -28.3 R 78 1 27.07 +1.2 SB
87 2 28.96 -31.4 © 8% 3 30.13 -27.5 O 82 3 16.03 +2.2
HD 106184
HD 104998 HD 105341 HD 105864 U 29° 63
U 32° 28 U 31° 29 Tr 11 Tr 22
73 3 9.04 -7.4 R SB, orbit JAA3 71 2 17.04 +19.8 70 3 29.04 +2.5
78 3 31.02 -5.9 76 12 1.17 +21.7 R 72 1 28.48 +2.8 P
89 4 30.99 -6.5 0 89 5 1.86 +21.8 ¢ 89 5 1.86 +2.2 0
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HD 106185 HD 106479
73 2 24.09 -48.8 R U 29¢ 68
82 3 7.99 -48.5 Tr 30
73 4 25.95 ~-29.2
HD 106238 79 5 19.90 -29.9
U 30° 46 89 5 1.88 -30.6
71 2 16.04 +17.8
72 1 28.57 +14.3 P HD 106480
77 4 2.01 +15.8 73 6 12.16 -8.0C
89 3 28.07 +14.7 © 84 4 27.88 -5.4
92 4 29.90 +14.9 O
93 3 25.08 +14.8 O HD 10652%
84 4 23.91 -20.7
HD 106250 25.88 -19.¢
73 3 11.02 +53.1 R 86 4 4.88 -21.2
75 4 9.99 +50.2 87 3 1.94 -19.7
80 1 13.14 +51.8 25.94 -21.0
HD 106278 HD 106542*
U 31° 41 73 4 22.92 -6.3
72 4 24.96 +26.4 77 & 5.09 -6.3
73 6 14.22 +26.7 P 88 5 1.89 -5.8
89 5 1.87 +27.1 0
HD 106543
HD 106279 84 4 28.87 {+15.4
U 31° 42 86 4 4.90 +10.7
SB 87 3 2.02 +11.4
89 3 28.08 +11.4
HD 106294
69 3 6. -29.3 HD 106577
63 4 26.%4 -29.1: U 38° 78
76 3 28.07 -32.9 71 2 16.05 -12.6
73 2 27.06 -30.3 R §2 3 12.98 -11.¢6
77 4 19.03 -30.0
89 5 1.87 -29.2 © HD 106619
82 3 16.05 +4.9
HD 106330 86 1 26.10 +6.2:
U 29° 65 87 3 1.94 +7.1
Tr 26
71 2 17.05 +93.7 HD 106713
75 4 10.00 +93.9 Tr 37
87 3 21.95 483.9 73 2 24.10 -16.0
87 3 5.05 -18.1
HD 106365*
ADS 8470 A
U 33° 63 HR 4667, 7 Com
74 3 1.98 -11.1 R Tr 39
75 5 22.16 -10.8 P 66 4 13.94 -26.6:
77 4 2.00 -10.2 23.91 -25.9:
78 523.19 -10.5 P 72 11 23,27 -26.8
79 6 6.16 -10.6 P 73 4 24.97 -27.0
82 5 25.91 -12.6 74 4 4.96 -26.5
86 3 18.40 -12.7 Y 89 3 28.10 -27.0
HD 106365 B HD 106760
ADS 8470 B U 33° 70
SB, orbit JAA6 HR 4668
SB, orbit JAALO
HD 106365 C
ADS 8470 C HD 106773
7% 6 6.16 -6.0: P 84 4 28.87 +30.3
87 3 5.05 +31.4
HD 106383
U 34° 46 HD 106804
SB 66 2 28.05 +83.5:
70 3 28.10 +81.2
HD 106398 7L 2 16.06 +81.2
U 27° 70 80 1 13.13 +83.9
Tr 27
70 3 29.04 +63.9 HD 106814
75 4 10.00 +62.7 U 28° 56, M 34
89 5 1.84 +64.7 Q Tr 43
72 1 7.52 -20.7
HD 106421 4 24.97 -23.7
Tr 29 79 5 19.90 -21.8
73 3 11.03 +7.1 R 84 4 23.92 -20.8
77 4 15.04 +6.7
8% 5 1.84 +7.3 0 HD 106842
U 25° 45
HD 106449* Tr 44
U 40° 89 73 5 16.92 +14.6
70 3 29.05 +17.1 76 12 1.18 +11.7
77 4 5.09 +17.% 77 4 19.05 +14.5
89 5 1.84 +17.8 0 87 2 28.98 +14.8
3 26.00 +15.8
HD 106450
84 4 27.87 +2.5: HD 106886
86 4 4.90 +2.9 0 U 39° 75
87 3 5.04 +2.5 0 71 2 16.07 ~5.7

7% 5 19.91 -4.5
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HD 106886 (continued)
8% 5 1.89 -4.0 ©
HD 106926
HR 4696
73 4 27.90 -41.8 R
77 4 5.09 -43.4
27.83 -42.2
79 5 18.82 -42.5
84 4 30.87 -~42.4
86 1 26.11 -42.9
89 3 29.97 -43.7 ©
92 4 29.91 -43.1 ©
HD 1063947
Tr 48
SB2, orbit JAAl5
HD 106948
Tr 50
71 2 17.06 +21.1
87 2 28.98 +21.7 ©
HD 106971
84 4 23.93 +12.5
86 4 4.89 +10.2 Q
87 3 1.95 +10.6 ©
HD 106986
84 4 23.92 -2.1
86 4 4.90 -4.1 0
HD 107031
69 4 17.99 -9.7
70 3 28.10 -10.2
73 3 29.97 -8.1 R
89 4 30.02 -8.3 0Q
HD 107088
69 4 18.00 -10.8
70 3 31.03 -2.3
71 2 14.11 -8.6
21.09 ~7.6
73 6 12.18 -9.7 p
7% 5 13.95 -7.5
12 4.25 ~5.7;:
80 1 2.21 -5.7
S 15.81 ~-7.1
86 4 4.92 -5.8 ©
10.97 -6.4 O
87 3 2.03 -6.6 0
88 3 13.03 -7.2 Q
89 3 26.0% -6.2 0
5 1.89 -6.1 ©
50 2 15.3% -6.5 E
91 2 6.11 -6.6 O
HD 107114
Tr 57
72 4 24.97 +8.0
73 3 27.97 +9.8 R
89 3 28.11 +9.4 ©
HD 107146*
77 4 27.94 +3.6
84 4 26.86 +2.8
HD 107158
U 41° 91
70 1 7.23 +2.8
78 1 27.12 +3.5
HD 107170*
73 3 11.04 +29.7 R
84 4 20.96 +28.7
HD 107195
Tr 64
80 5 17.90 +18.3
87 2 28.99 +19.2 ©
HD 107211
U 40° 98
70 3 29.05 +4.0
77 4.27.9% +7.7
7% 5 19.91 +4.6
8l 5 4.96 +5.6
82 1 11.15 +5.3

HD 107212

U 30° 59

71 2 22.03 -48.5

80 1 2.12 -47.8

HD 107214

Tx €5

84 4 23.94 +2.2

87 3 3.99 +1.2

88 3 15.13 +1.7

89 3 28.11 +1.3

93 3 25.08 +0.3

HD 107253

84 4 27.89 +22.4

86 4 4.91 +23.2
11 24.53 +23.8

87 1 6.15 +24.1
2 1.09 +22.7
3 1.12 +23.2

HD 107287

U 31° 56

71 2 17.07 +10.8

73 6 14.23 +12.8

89 S5 1.89 +14.0

HD 107304

82 3 8.0. +70.1

84 4 27.90 +70.5

86 4 4.91 +68.7

87 3 1.12 +69.4

HD 107325

u 27° 87

HR 4693

Tr 71

SB, orbit JAA19

HD 107341+

ADS 8516 A

U 38° 89

73 3 11.04 +6.0

77 4 28.90 +5.6
11 30.57 +3.7

8% 3 28.11 +3.6

94 5 4.02 +3.4

HD 107341 B

ADS 8516 B

84 11 30.57 +3.8

8% 3 28.11 +3.3
5 1.99 +3.9

94 5 4.02 +2.9

HD 107362

71 2 16.08 -1C.9

73 6 13.21 -13.9

83 3 28.11 -13.5

HD 107381

U 35° 72

73 3 27.98 +9.5

85 6 1.95 +5.2

87 3 1.95 +4.8

89 3 28.12 +4.3

91 2 S5.10 +3.5

92 4 29.91 +4.1

93 3 25.09 +3.1

94 5 4.02 +3.1

HD 107382

71 2 17.07 -16.5

77 4 27.%%5 -13.8

89 5 1.8 -~14.%

HD 107383

ADS 8521 A

HR 4697, 11 Com

66 4 13.95 +44.5:

69 3 5.08 +43.8

72 4 B.05 +44.1

73 4 27.92 +45.3
6 12.15 +44.1

74 4 4.97 +45.3

7S 2 25.03 +43.9

8% 3 28.12 +44.5
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Table 1 (Continued)

HD 107384 HD 10772% HD 107934 HD 108123 {(continued)
68 4 B.03 -36.6 U 27° 91 U 40° 110 84 4 28.89 -2.3
69 4 26.97 -36.7 Tr 93 71 2 17.08 -19.9 86 1 26.14 -2.5
73 327.87 -37.1 R 70 3 29.06 -4.0 78 5 23.25 -21.1 P 4 11.05 -2.3 ©
89 5 1.90 -36.4 O© 72 1 6.53 -4.5 P 8% 5 2.01 -20.7 © 87 2 28.99 -2.9 0
89 5 1.99 -4.3 ©
HD 107400 HD 107936 HD 108151
ADS 8520 a HD 107725 B; 70", 330° Tr 103 SB, orbit JAA21
Tr 74 89 5 1.99 +1.7 © 73 2 24.10 +15.6 R
79 5 19.92 -6.0 76 12 1.1% +14.8 R HD 108152
84 12 2.56 -5.4 P HD 107726 87 2 28.99 +14.3 0 U 40° 112
87 2 28.99 -3.8 © 69 4 1B.03 -52.2 73 3 30.99 -4.8 R
88 3 15.14 -6.0 0 73 3 30.98 -54.4 R HD 107967 76 12 1.19 -6.6: R
89 3 28.13 -53.1 O 68 4 8.05 +1.4 89 3 30.14 -3.7 0
HD 107400 B 69 4 26.99 +3.1
ADS 8520 B HD 107741 77 4 28,91 +2.2: HD 108153
Tr 75 U 32° 69 89 5 2.01 +2.8 © U 32° 77
84 12 2.56 -5.8 P 73 4 22.91 -18.,4 R 74 5 7.91 -29.8 R
88 3 15.14 -4.8 © 84 4 24.88 -17.9 HD 107986 87 3 21.97 -30.8
84 4 25.83 +1.5
HD 107415* HD 107742 86 4 10.98 +1.3 0 HD 108155
73 4 27.%91 -26.7 R U 27° 92 87 3 2.04 +1.1 0 SB
87 3 2.03 -24.2 O Tr 94 89 3 28 .13 +2.3 o
88 1 26.53 -25.5 V SB, orbit JAA7 5 2.01 +1.8 0 HD 108174
81 2 4.19 +1.9 © U 3%° 88
HD 107468 HD 107743 73 3 11,10 -14.1 R
U 26° 90 73 4 24.98 -23.0 R HD 108006 87 3 3.99 -14.0 ©
Tr 80 80 1 2.12 -23.8 Dip VERY wide and weak
71 2 16.09 +35.0 84 11 30.57 -31.6 P HD 108175
72 1 5.59 +34.8 P HD 107763 89 3 28.14 -31.4: 0 71 2 27.07 -21.5
89 5 1.90 +35.7 o© U 40° 107 76 12 1.20 -22.0 R
73 4 24.97 -15.9 R HD 108008 89 5 2.02 -22.2 ©
HD 107469 87 3 3.8 -16.3 0 71 2 17.09 -24.6
U 25° 54 87 2 28.99 -23.5 © HD 108187
Tr 81 HD 107764 71 2 22.05 -9.4
73 3 11.07 +25.1 R 68 2 4.18 +18.5 HD 108021 80 1 13.17 -9.4
80 1 13.15 +25.2 68 4 10.%9 +15.6 U 32° 74
89 3 28.13 +16.7 © Gl 464.1 HD 108201
HD 107485 73 6 14.15 -5.1 P Tr 116
U 38° 90 HD 107793 84 4 24.90 ~3.2 70 3 29.09 -28.3
73 3 11.05 -8.6 R Tr 97 87 3 1,00 -28.0 O
87 3 1.95 -11.0 0© SB HD 108022
88 3 28.12 -10.2 O 70 3 29.Q08 -5.2 HD 108211
HD 107810 86 1 26.13 -6.0 73 3 30.99 +17.6: R
HD 107486 73 6 12.16 +8.5 P 76 12 1.23 +22.7: R
U 35° 75 82 3 8.05% +11.1 HD 108023 74 2,02 4204
73 3 11.05 -8.3 R 80 1 2,13 +9.8 89 4 30.02 +19.2 o0
82 1 11.15 =-10.0 HD 107825 84 4 20.96 +9.8
71 2 22.04 -8.9 HD 108225
HD 107495 82 1 11.16 -9.5 HD 108077 U 39° 89
U 32° 65 U 32° 76 HR 4728, 6 Cvn
71 2 22.03 -11.3 HD 107854 71 2 27.05 -49.6 66 4 13,97 -4.5:
87 3 1.95 -9.9 0 U 25° 60 87 3 21.%6 -50.5 5 15.89 -3.9:
Tr 98 16.89 -5.3:
HD 107496 72 1 3.53 +1.1 P HD 108078 73 4 27.93 -3.4 R
SB 73 3 11.07 +1.5 R U 31° 68 77 3 31.05 -3.5
89 5 2.00 +1.5 © SB, orbit Obs. 100, 1 87 3 3.92 -4.1 0
HD 107568
U 27° 90 HD 107854 B; 105", 100° HD 108079 HD 108227
Tr 84 89 5 2.00 +2.4 0 68 2 4.20 -17.5 Tr 117
74 5 7.88 +36.2: R 4 10.99 -15.4 82 3 8.03 -4.6
75 2 28.05 +33.8 HD 107855 84 4 24.89 -16.0 84 4 27.92 -6.2
77 4 27.96 +35.7 ADS 8534 A 88 3 29.30 -4.9 Y
89 3 28.12 +35.8 © 80 1 13.16 +32.3 HD 108103
82 3 B.02 +30.2 Tx 112 HD 108238
HD 107583 71 2 27.06 -18.1 U 26° 101
Tr 85 HD 107887 87 2 28.99 -18.9 © Tr 119
84 4 28.88 +2.1 84 ¢4 27.80 +19.7 71 2 16.12 -4.8
86—4—11-69 +2~ & 873506 +2I.5 © HD 108104 72 1 5.59 -4.9 P
87 3 5.06 +1.1 © 69 4 18.04 +7.6: 89 5 2.03 -4.4 0
88 3 15.14 +1.7 © HD 107906 76 12 1.21 +9.8: R
3 29.27 +0.7 ¥ 68 2 4,21 [+50.9:) 89 3 30.14 +5.4 © HD 108239%
89 3 28.13 +1.6 O €8 4 8.04 +55.3 S 2.01 +7.3 0 73 4 27.91 -12.7 R
68 12 23.30 +55.6 91 2 4.19 +7.2 0 77 3 31.04 -14.8
HD 107597 77 4 27.96 +55.5 87 3 2.04 -14.3 O
U 41° 94 89 5 2.01 +56.2 O HD 108122
73 3 11.06 0.0 R U 38° 99 HD 108284
87 3 3.89 +1.5 0 HD 107307 71 2 16.09 +11.3 SB
68 4 8.05 -12.2 78 1 31.09 +11.8
HD 107634 69 3 6.09 -13.4 89 5 2.02 +12.4 © HD 108284 B
U 33° 84 73 2 27.07 -12.0 R SB
70 1 7.24 +22.7 82 3 16.04 -12.3 HD 108122 B
73 3 11.06 +23.4 R 86 1 26.12 -13.9 U 38° 100 HD 108298
89 3 29.9% +23.1 O 89 5 2.02 +6.8 © U 40° 116
HD 107908 73 2 27.08 +22.6 R
HD 107702 82 3 16.05 +19.6 HD 108123 87 3 3.92 +22.8 0
86 4 10.98 -6.2 0 87 3 3.99 +18.2 © HR 4725
87 3 2.04 -6.7 O Tr 113 HD 108299
73 3 11.10 -3.6 R U 37° 106

77 3 31.04 ~-3.1 70 3 28.09 +3.5
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HD 108299 (continued)

84 4 30.88

HD 108300
80 5 16.87
87 3 2.05

HD 108301
70 3 29.10
84 4 26.87

HD 108332

73 2 24.11
76 12 1.22
87 3 2.04

HD 108347

U 26° 103
Tr 126

73 3 27.99%
7¢ 3 3.13
89 4 30.02

HD 108348
71 2 16.13
82 3 16.06

HD 108358
Tr 127

80 5 16.88
87 3 21.97
88 3 23.31

HD 108381
U 29° 93

+3,

+3.
+2.

-15.
-17,

-42,
-39,
-40.

-7,
-6.

+12.
+12.

-19.
~20.
-15.

HR 4737, y Com

Tr 129

72 1 28.51
73 4 27.93
77 3 31.05
89 3 30.14

HD 108421
ADS 8553

U 27° 104
Tr 133

75 2 28.07
81 5 18.17

HD 108466+
U 28°5

Tr 137

72 1 7.53
73 2 27.09
89 5 2.03

HD 108467

U 25° 72

Tr 138

70 3 27.97
87 3 1.00

HD 108468
73 3 11.11
82 1 11.16

HD 108487
71 2 17.11
87 3 2.05

HD 108503
U 33° 99
7102 17.11
87 3 1.95

HD 108534
U 36° 77

73 3 28.900
80 1 13.18

HD 108545
U 30° 74
70 3 27.07
84 4 24.91
94 5 4.02

HD 108545 B
BD +30°2274
93 3 25.09

-31.
-29.
-31.

+0.

+1.

-26.
-26.

+7.
+8.

+7.
+8.

-20.
-18.

-14.
-11.
-13.

+11.
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HD 108545 B (continued)

94 5 {.02 +8.3 ©

HD 108546

73 4 22.93 +5.4 R

84 4 26.88 +7.0

HD 108547

SB

HD 108559

70 3 27.09 +13.0

87 3 2.05 +13.1 o©

HD 108576

Tr 143

5B

HD 108612

U 35° 90

73 2 27.10 +23.3 R

84 4 30.50 +24.5

HD 108613

SB

HD 108629

72 4 8.98 -26.0

74 5 20.98 -24.9 R

8% 5 2.03 -26.0 ©

HD 108736

ADS 8570 A

81 5 4.97 -6.5
18.17 -8.0 P

84 4 24.91 -6.8

HD 108736 B

ADS 8S70 B

8L 5 4.97 -4.2:
18.17 -7.6 P

HD 108736 C

ADS 8570 C - Note g

89 5 2.03 -25.4 O

HD 108752

73 3 29.92 +9.3 R

84 4 28.90 +7.8

87 3 1.96 +10.4 O

HD 108753

82 3 8.06 +19.3

87 3 5.06 +17.9 0O

88 3 29.32 +16.1 Y

HD 108775

71 2 22.07 -8.9

84 4 30.90 -6.6

89 3 28.18 -7.2 0

HD 108805

U 26° 109

Tr 153

70 3 27,09 -27.7

87 3 1.00 -28.0 o©

HD 108806

U 25° 76

Tr 154

70 3 27.10 +90.3

72 1 3,54 +89.2 P

74 5 7.%0 +490.3 R

77 4 27.97 +89.0

88 3 14.04 +89.5 ©

89 5 2.03 +89.8 0O

HD 108815

SB

HD 108833

T CVn

75 5 22.17 +8.0 P

81 5 19.19 +9.9 P

87 3 5,07 5.7 ©

89 3 26.03 +9.6 ©

5 2.04 +8.0 O

90 2 15.36 +11.7 E

91 2 5.11 +3.1 ©

93 3 25.09 +10.8 ©

HD 108834

U 28° 99

Tr 156

73 2 27.12
75 4 16.02
74 5 .99
77 4 2.05
86 4 11.09
87 3 21.99
88 3 14.10
89 3 26.03
90 2 15.36
91 2 5.10
93 3 25.10
94 5 4.03

HD 108834 B
BD +28°2122

7
28.08
10.03
14.10
26.03
29.04
91 2 5.10

[RERY NS

HD 108834 C
BD +28°212¢
%1 2 5.10

HD 108847
U 31° 84
73 2 27.10
84 4 24.92

HD 108862
70 3 27.11
87 3 1.00

HO 108863

71 2 22.08
84 4 30.91
86 11 25.55
87 3 1.00
91 2 4.17

HD 108872

U 41° 107

73 4 24.99
74 S 8.00
75 3 4.08
77 4 27.97
89 5 2.04

HD 108873
Dip too wide
78 5 23.25%

HD 108874
Tr 157

80 1 2.14
84 4 30.32
88 3 29.36

HD 108891

78 5 23.25
87 3 1.96
88 3 14.10

HD 1089215
72 4 8.99
84 4 30.92

HD 108955
U 38° 115
73 4 22.94

HD 108957
73 4 22.95
84 4 20.97

HD 108973
U 40° 122
73 4 27.97
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HD 108973 (continued)

74 5 1.99
84 4 30.92
91 2 5.11
93 3 25.10

HD 108978
U 36° 83
SB

HD 108976

Tr 162

80 5 16.89
8l 5 17.35%

82 3 28.95
12 5.12

93 3 35.10

HD 108984

73 4 22.95
84 4 26.89
88 3 14.11

HD 109012
U 27° 1185
Tr 165

71 2 22.08
72 1 6.54
88 3 14.11

HD 109053
U 34° 81

73 3 29.%¢
77 4 2.05
79 5 14.98
82 3 8.08

HD 109054
ADS 8586 A
Tr 168

84 4 25.93
86 4 11.10
87 3 5.08
88 3 14.11

HD 109054 B
ADS 8586 B
Tr 168a

84 4 25.93
88 3 1¢.11

HD 109070
SB

HD 109117
Tr 171

73 2 2¢.13
80 1 13.19

HD 109118
SB

HD 109128
ADS 8590 AB
80 1 13.13
85 2 24.04
86 1 26.14
4 10.99

HO 108157
U 28° 93
Tr 173

80 5 16.51
82 3 16.07

HD 109179
SB

HD 109179 B;
91 2 5.1i

HD 109203
U 28° 95

Tr 178

71 2 22.09
87 3 21.99

+4.4 R
+5.8

+4.7 0
+4.9 0

+0.3
-0.5
-0.8:
+0.4
~2.0

[eNeoRol -]

~-8.8
-5.8
-7.7 ©

B

-21.5
-20,7
~20.7

(el ]

-10.4 R
~8.6
-10.7
-11.1

-5.1
-4.8
-4.5
-5 0

[eNe Ne

v

+15.1
+13.6
+15.1
+14.6 ©

+10.2
+10.1

80", 130°
~14.3 0

-8.5
-8.3




Henry Draper G5 — M Stars near the NGP 169

Table 1. (Continued)

HD 109214 HD 109389 HD 109581 (continued} HD 109941 (continued)
U 26° 113 U 33° 112 80 1 2.15 +0.6 89 5 2.06 -39.3 0
Tr 180 73 2 27.13 -14.4 R
72 1 5.55 -24.3 P 87 3 2.9¢ -14.9 © HD 105616 HD 109942
73 2 27.13 -23.5 R U 29° 121 73 4 22.98 +19.2: R
83 4 30.02 -23.8 © HD 109414 73 2 27.17 -10.9 R 5 16.95 +19.3 R
U 29° 116 76 12 2.26 -13.2 R 82 3 6.10 +18.3
HD 109280 Tr 183 89 d 30.02 -10.2 O
ADS 8596 AB 73 6 14.15 -3.8 P HD 109554
U 34° 89 74 3 3.15 -3.3 R HD 109626 SB
71 2 16.14  +2.3 76 12 2.26 -3.1 R U 309 99
82 3 6.04 +3.7 89 4 30.02 -2.%3 © 73 3 29.98  +8.1 R HD 109967
6 14.19 +7.0 P 80 5 16.92 +0.5
HD 109281 HD 109416 82 3 6.07 +8.0 87 3 3.92 +1.1 ©
U 30° 391 74 3 21.04 +86.5: R
SB 74 5 22.01 +85.6 R HD 109627 HD 109981
75 5 22.18 +86.8 P U 26° 123 2835: ééBSG . s
89 5 2.04 +86.2 O Tr 194 . -
¥? %ggzsz 68 4 26.94 -0.3 80 1 13.20 -5.0
68 4 24.96 -9.3 HD 109438 72 1 5.58 +1.9 P
77 4 27.98 -7.4 71 2 16.14 -19.6 82 1 11.17  +1.1 gg 13992308 s 00 &
~ - . + PO
8905, 220 B0 1 24 2008 HD 109649 82 3 §.11 +23.1
9¢ 5 4.03 -11.0 © HD 109451 U 329 102
72 4 9.00 +5.9 68 & 26.94 +12.9 HD 109996
HD 109283 84 4 26.89  +7.2 69 3 5,07 +12.4 HR 4812
80 5 16.91 -56.9 82 3 6.07 +12.3 73 4 25.99 -25.8 R
82 3 6.04 -59.6 HD 109461 77 3 31.07 -25.0
83 2 4.54 -62.2 V U 41° 115 HD 109650 §8 3 29.49 -26.0 Y
6 19.90 -60.3 73 2 27.14 -15.5 R U 30° 100 89 4 30.03 -25.6 O
84 1 9.18 -61.0 78 5 23.27 -14.8 P 73 4 22.96 +24.4: R
4 3.00 -61.1 89 5 2.05 -15.1 0 5 16.93 +25.6 R HD 110024
15.96 -61.2 6 14.19 +25.1 P HR 4815, 26 Com
27.93 -59.2 HD 109463 74 5 8.00 +23.6 R SB, orbit Jaal
511,90 -59.5 Tr 189 89 5 2.05 +24.9 O
6 9.93 -60.6 sB HD 110026/7
12 21.19 -6G.7 HD 109681 ADS 8616 A
85 1 1.20 -59.9 HD 109464 U 41° 120 sB
24.14 -60.0 80 5 16.92 +1.6 68 4 24.97 -1.6
2 8.45 -59.4 V 84 4 30.94 +2.6 74 5 2,00 -1.5 R HD 110043
18.37 -60.5 V 88 3 29.37 +2.1 Y 89 5 2.05 -1.5 O U 31° 107
3 15.01 -61.1 73 2 25.13 -26.4 R
5 30.95 -60.0 HD 109482 HD 109740 6 14.27 -26.8 P
86 1 17.15 -60.2 U 29° 119 U 41° 121 76 12 1.27 -25.5 R
3 6.05 -59.9 71 2 27.20  -0.7 73 2 24.16 -19.6 R 89 5 2.06 -26.0 0O
26.02 -59.4 77 4 29.00 -1.7 82 3 6.08 -17.7
4 10.04 -59.8 © 89 5 2.05 -1.6 O HD 110044
5.94 -60.5 HD 109742 U 30° 106
18.88 -59.8 HD 109484 HR 4801, 25 Com 82 3 6.12 -5.6
6 3.35 -59.8 Tr 191 73 4 26.00 -11.5 R 87 3 21.99 -7.5
8 25.81 -60.2 © sB 77 3 31.07 -9.3
11 24.5% -60.8 P 78 1 27.13 ~10.8 HD 110065
87 1 6.14 -59.3 HD 109498 84 4 30.94 -10.0 U 41° 125
31.15 -59.3 72 4 9.00 -41.8: 87 3 2.05 -11.1 © 68 4 26.96 +3.2
2 21.09 -59.56 75 6 21.92 -40.5 74 5 8.04 +4.9 R
3 3.09 -60.4 O© 88 3 29.40 -41.4 Y HD 109793 77T 4 30.97  +2.4
20.01 -60.6 89 S 2.05 -40.6 O 68 4 26,94 -9.7 89 5 2.06 +2.8 O
4 27.89 -59.9 84 4 26.89 -10.5
5 8.93 -60.0 HD 109510 HD 110067
24.94 -59.5 ADS 8600 B HD 109803 80 5 15.92 -7.5
6 22.92 -61.3 HR 4791, 24 Com B SB 82 1 11.17 -7.6
12 10.24 -60.5 SB, orbit PDAO 6, 365 86 11 2¢4.57 -7.8 P
22.21 -60.4 77 3 31.06 -50.7: HD 109804 89 4 28.94 7.7 O
88 1 8.16 -59.5 89 3 28.96 -51.2 0 U 299 122 90 131.11 -6.9 O
23.48 -60.3 V 5 1.98 -2.7 0 73 2 25.12 -31,1: R 2 15.38 -7.1 E
2 1.42 -60.2 V 87 3 5.08 -27.9 O 91 129.12 -7.3 ©
3 11.06 -60.1 © HD 109511 88 3 14.12 -28.3 ©
ADS 8600 A HD 110067 B; 72", 320°
HD 109305* HR 4792, 24 Com A HD 109814 89 ¢ 28.94 -23.1 ©
U 38° 129 73 4 28.01 +4.2 R 73 4 25.97 +19.6 R 90 2 15.38 -23.0 E
73 4 27.99 -7.4 R 77 3 31.06  +5.1 84 4 24.94 +21.2 91 129.12 -22.4 0
82 3 6.0¢ -6.1 89 3 28.96 +3.7 O
HD 109823 HD 110106
HD 109317 HD 109519 7102 17.13 +9.9 SB
U 34° 90 HR 4793 77 430,97  +8.5
HR 4783 SB, orbit Jaaz2 HD 110135
66 4 13.97 -18.8: HD 109895 U 27° 130
5 15.89 -20.6;: HD 109543 73 3 29.96 -15.7 R 73 3 29.98 -26.1 R
16.90 -20.8: U 33° 114 84 4 28.92 -16.6 87 3 5.08 -28.8 O
73 4 27.95 -20.6 R 73 2 25.11  -8.0 R 88 3 14.12 -28.2 ©
77 3 31.05 -19.8 87 3 2,90 -7.5 0O HD 109928
8¢ 4 28.30 -20.2 84 4 27.95 +54.9 HD 110194~
87 3 2.89 -21.1 © HD 109553 86 4 11.10 +57.6 O U 34° 98
68 4 26.93  -1.2 87 3 2.97 +57.8 © 68 4 26.96 -40.3
HD 109345 77 4 30.86  -0.5 88 3 29.48 +54.7 ¥ 82 3 6.13 -41.9
U 34° 91 89 5 2.04 -1.0 O 83 6 18.90 -44.1
HR 4784 HD 109941 84 4 3.04 -43.4
Gl 474 HD 109581 U 29° 124 5 11.91 -42.9
73 4 .27.96 -42.6 R U 34° 94 71 2 17.13  -41.0 6 9.91 -42.8
82 3 6.05 -41.6 73 2 24.16 +0.6 R 72 1 28.54 -39.7 P 12 21.25 -42.6
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Table 1 (Continued)

K. M. Yoss & R. F. Griffin

HD 110194 (continued)
85 1 23.07 -42.6
2 8.49 -41.3 V
3 15.03 -42.5
5 30.96 -43.7
7 6.91 -43.6
86 1 25.11 -42.2
2 27.12 -43.0
3 6.05 -43.4
4 5.07 -43.3 O
5 12.94 -42.4
€ 10.95 -42.3
8 23.81 -43.0 ©
28.82 -43.4 ©
11 25.57 -43.3 P
87 1 6.22 -44.1
2 1.15 -43.2
3 1.15 -43.7 C
4 27.93 -44.1
S5 31.94 -42.8
6 24.92 -44.0
12 10.27 -42.4
22.24 -42.1
88 1 8.20 -43.0
2 1.44 -43.3 v
HD 110195
U 29° 130
SB2, orbit JAAl3
HD 110249
71 2 27.11 +27.8
82 3 6.14 +28.1
HD 110296
U 34° 99
Gl 480.2
71 2 21.11 -4.4
7 4 30.98 -5.4
86 4 5.07 ~4.2 O
HD 110315
Gl 481
71 2 27.11 +26.5
84 4 26.90 +26.7
87 3 2.06 +25.5 0
HD 110350
68 4 26.97 -15.8:
74 5 8.01 -13.1 R
83 3 28.96 -15.3 ©
HD 110363
U 27° 131
72 1 6.54 -40.9 P
73 3 31.02 -41.0 R
89 4 30.03 -40.4 ©
HD 110376
SB
HD 110392
U 41° 131
73 4 28.00 ~-7.3 R
84 4 24.94 -6.7
HD 110438
82 3 8.11 =-20.9
87 3 2.94 -21.5 ©
HD 110465
ADS 8635 RB
U 27° 136
78 5 23.28 -5.9 P
84 4 27.96 ~5.1
HD 110485
69 5 9.30 -0.8
86 1 26.17 -0.6
HD 110501*
U 34° 102
73 4 25.99 +11.6 R
80 S 15.92 +11.4
8L S5 4.99 +12.2
91 2 5.12 +11.1 o©
HD 110513
6% 5 9.91 +9.6
84 4 24.95 +7.4

HD 110522

87 3 2.95 -31.

88 1 31.52 -31.
3 13.04 -30.
3 28.49 -31.

89 3 26.04 -30.

91 2 5.12 -31,

HD 110535

U 34° 103

71 2 21.12 +15.

87 3 2.94 +15.

91 2 5.12 +15.

HD 110571

ADS 8640 A

U 26° 133

73 5 16.%94 -26.

80 1 13.20 -25.

HD 110582

73 4 25.97 +6

77 4 16.00 +7

88 3 29.50 +6

89 5 2.086 +6

HD 110583

71 2 21.13 -20.

87 3 4.00 -27.

88 3 13.05 -25,

89 3 26.05 -25.
3 29.99 -25.
5 30.95 -24.

90 1 27.14 -25
2 12.32 -25.
3 27.02 -24
4 30.92 -25.

91 1 29.13 -24.
6 13.93 -25

92 4 29.96 -24

93 2 16.09 -25

94 1 5.23 =-25.

HD 110642

74 3 3.09 +16.

75 3 4.08 +17,

84 4 28.92 +16.

88 3 28.51 +16.

HD 110643

73 3 29.98 -3
5 16.97 -3

87 3 1.02 -4

89 13 28.97 -5

91 2 4.18 -4

$3 3 25.11 -5

HD 110679

U 26° 134

73 3 30.02 -57.

84 4 25.95 -58.

HD 110687

U 42° 143, M 63

71 2 22.10 +2.

84 4 26.91 +3

86 4 10.88 +4.

HD 110743

U 35° 133

SB

HD 110744

U 339 129

73 3 29.99 +13.

87 3 2.95 ~+13.

HD 110788

U 28° 113

71 2 27.12 -34.

82 5 4.99 -34.

HD 110801

U 37° 160

69 5 12.96 -17.

84 4 24.95 -18.
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HD 110814
U 35° 134 - Note
BDS 6259 A
73 3 30.04 -1
87 3 2.95 -1
89 4 28.94 +0
91 1 29.13 -0
2 3.12 +0
HD 110814 B
BDS 6259 B
SB
HD 110815
73 3 30.01 -24.
87 3 4.00 -23.
HD 110844
U 28° 136
71 2 27.13  ~45.
72 1 28.55 -45.
88 5 2.06 -45.
HD 110872
71 2 27.13 -18.
80 1 2.17 -19.
HD 110883
U 28° 114
68 4 26.98 +Q
72 1 7.56 +1
85 2 24.0S +2
86 1 26.18 +1
4 11.10 +1
87 3 21.06 +1
HD 110884
73 3 30.00 -20.
80 1 2.17 -22.
HD 110931
73 4 25.98 -16.
74 3 2.18 -153,
80 1 2.18 -19.
8% 3 28.98 -18.
HD 110933
71 2 27.14 +16.7
80 1 2.21 +15.0
HD 110964
U 27° 143, M 65
72 1 6.56 +14.5
80 1 2.22 +13.1
HD 110977
Dip very wide and weak
86 11 26.56 +0.2
89 3 28.98 -0.2
HD 110986
U 40° 148
71 2 4.11 -38.5
80 1 2.22 -37.7
HD 110987
80 1 2.23 +4.0
84 4 25.97 +3.1
HD 110988
U 34° 107
72 4 9.03 +1.0
80 1 2.23 +1.7
HD 110995
69 5 12.97 +6.6
77 5 28.91 +6.3
89 5 2.06 +6.9
HD 111013
U 29° 142
73 3 30.02 -28.0
BO 1 2.23 -2%.0
HD 111042
81 5 17.35 -15.4
84 11 30.55 -15.5%5
86 4 4.96 -14.6

HD 111067
HR 4851, 27 Com
66 4 13.87 +52
23.99 +52
24.97 +52
$ 15.90 451
16.82 +52
73 4 27.95 +51
75 3 4.09 53
84 4 28.93 +51
87 3 2,06 +51.
HD 111068
SB, orbit JAA20
HD 111154
SB
HD 111163~
73 4 27.97 -13.
77 3 31.08 -14.
89 5 2.06 -16.
3.02 -le.
g0 1 27.14 -16.
4 4.97 -16.
91 1 28.13 -1le6.
12 19.19 -16.
92 4 29.96 -15.
83 2 16.09 -16.
94 1 4.24 -15.
8 5.86 -16.
HD 111180
U 33° 138
Gl 484.1
69 5 12.98 +18.
80 1 2.24 +19.
HD 111223
U 39° 134, M 67
U Cvn
89 3 26.05 -19.
5 1.02 -20.
91 2 5.13 -23.
HD 111223 B; 135¢,
87 3 2.97 -8.4
89 3 26.05 -10.0
5 1.02 -7.0
91 2 5.13 -8.0
HD 111224
SB
HD 111254
70 1 7.25 +43.9
80 1 2.25 +45.2
HD 111255
72 4 29.95 +12.0
77 5 28.89 +9.8
89 5 2.07 +10.5
HD 111256
72 4 9.04 -29.7
80 1 2.25 -29.¢0
HD 111272%
73 4 27.98 -14.9
77 3 31.09 -16.1
8% 5 2.07 -15.8
HD 111284
U 27° 148
72 1 6.56 -22.2
72 4 29.96 -22.9
80 1 2.25 -23.8
HD 111285
74 5 7.87 -27.8
80 1 13.23 -29.3
HD 111307
Variable velocity
HD 111318
U 31° 129
70 1 7.2% ~4.1
73 6 14.30 -3.0
89 5 2.07 -2.8
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Table 1 (Continued)

HD 111319 HD 111541* HD 111860 HD 112127*
69 5 12.98 +1.7 U 27° 151 U 32° 123 U 27° 164
80 1 2.286 +1.4 72 1 6.56 -10.5 P 732 24.19 -9.7 R 72 1 6.57 +6.9 P
87 3 30.02 +1.0 73 4 28.02 -10.6 R 86 5 18.95 ~10.3 73 4 26.04 +8.5 R
89 5 2.08 -10.1 © 75 4 20.03 +6.0
HD 111319 B HD 111861 77 2 4.19 +7.2
SAO 82505 HD 111574 U 28° 122 89 5 2.09 +7.3 0
87 3 30.02 -14.2: U 40° 163 72 1 7.57 -30.3 P
73 4 26.03 -1.1 R 86 5 26.91 -30.1 HD 112128
HD 111336 80 5 9.95 -0.2 71 2 4.17 -3.2
72 4 9.05 -17.2 HD 111861 B 86 5 18.97 -1.8
84 4 26.91 -17.2 HD 111591 BD +28°2157
HR 4873 73 2 14.06 -14.5 R HD 112138
HD 111346 73 4 28.00 +6.0 R 75 3 4.10 -16.0 SB
U 42° 156 76 12 1.28 +7.1 R 86 5 26.91 ~-18.3
71 2 4.12 -9%.2 77 3 31.09 +6.2 88 4 13.91 ~-18.2 HD 112139
75 3 4.10 -99.2 89 5 2.08 +6.9 O 71 2 22.13 -17.3
88 S 2.07 -99.5 ©O HD 111862 86 5 18.97 -16.9
HD 111628 HR 4884, 32 Com
HD 111349 U 36° 137 73 4 26.02 -3.2 R HD 112151
73 3 30.03 +8.6 R SB 80 5 9.97 -3.8 Dip wide and weak
80 1 2.26 +9.6 84 4 28.95 -2.5 78 5 23.31 -0.2 P
HD 111628 B 81 5 17.36 +0.6 P
HD 111366 U 36° 136 HD 111919
U 37¢ 171 89 5 2.08 -23.9 O U 29° 153 HD 112172
72 4 28%.87 +28.7 90 1 27.13 -24.4 © 84 4 25.98 ~75.7 U 23° 156, M 70
84 4 29.90 +27.7 91 129,14 -23.4 © 86 4 11.11 -76.3 © 72 1 28.55 -14.0 P
87 3 21.06 -76.0 86 5 18.96 -15.0
HD 111368 HD 111659
80 5 16.96 -0.4 73 3 31.05 -0.9 R HD 111939 HD 112234
87 3 4.01 +1.0 © 78 5 23.29 -0.3 P U 34° 121 73 5 16.96 +8.5 R
89 4 30.03 +0.4 O 71 2 4.16 +11.3 80 5 11.93 +8.3
HD 111382 86 5 18.95 +13.4
72 4 9.06 +96.8 HD 111690 HD 112257
75 3 7.11 +97.3 U 33° 150 HD 111996 80 1 13.24 -37.8
89 5 2.07 +95.5 0O 73 3 31.05 +3.9 R U 34° 122 86 5 16.97 -38.2
78 5 23.30 +3.9 P 82 3 8.13 +11.3
HD 111395 89 5 1.98 +5.3 0O 84 4 27.97 +13.7 HD 112275
HR 4864 3.01 +4.6 O U 33° 159
Gl 486.1 HD 112016 71 2 22.14 -36.4
79 5 18.32 -7.9 HD 111732 ADS 86396 AB 84 4 30.96 -35.5
82 1 22.26 ~-7.6 U 33° 151 84 4 26.94 +12.5
B4 4 28.94 ~-7.6 71 2 4.15 +16.8 86 4 10.92 +10.1 © HD 112276
89 3 28.99 -8.1 0O 86 5 16.95 +16.5 87 3 4.01 +10.2 o© SB
89 4 30.03 +184 O
HD 111424 8% 5 3.01 +18.0 O HD 112030 HD 112277
80 5 16.94 -11.3 U 33° 155 71 2 22.14 +6.7
81 5 17.36 -9.8 P HD 111742 71 2 4.16 -16.5 84 4 29.93 +6.5
89 3 28.99 -9.5 ¢ U 29° 148 80 5 11.87 -14.2
73 3 31.04 -29.8 R HD 112298
HD 111425 80 5 9.95 -30.0 HD 112033 U 32° 127
SB2, orbit JAAl7 ADS 8695 AB 71 2 4.18 +3.4
HD 111743 HR 4894, 35 Com AB 86 5 16.97 +4.8
HD 111426 U 28° 121 Orbit PASP 100, 358
71 2 4.14 +19.7 73 2 14.04 -9.4 R HD 112313; IN Com
87 3 2.96 +18.0 © 84 4 26.94 -10.9 HD 112033 C SB, orbit AsA 180, 145?
ADS 8695 C
HD 111444 HD 111763 35 Com C HD 112339
U 42° 157 U 29° 149 See PASP 100, 358 86 4 10.89 -16.6: O
73 4 26.02 -45.1 R 80 5 17.91 -38.3 11 26.55 -~14.0 P
84 4 24.99 -44.3 86 5 16.96 -39.0 HD 112060* 87 3 2.96 =-11.1: ©
73 2 14.07 +0.5 R
HD 111457 HD 111813 77 3 31.10 +0.4 HD 112353*
U 34° 116 U 26° 155 89 5 2.08 -0.2 0 U 329 129
72 4 29.97 +51.9 82 3 8.12 -4.1 73 4 26.05 -12.4 R
75 4 30.04 +50.8 86 1 26.1 ~2.4 HD 11207¢ 80 S5 11.94 -i2.2
89 5 2.07 +50.6 © 11 25.55 -3.1 P U 34° 124
88 3 15.14 -2.6 0 73 2 24.19 -3.7 R HD 112354
HD 111483 8% 3 26.07 -2.9 0 86 5 18.95 -5.3 71 2 4.19 -1.2
U 36° 130 91 1 29.16 -3.2 © 84 4 28.95 -0.6
70 1 7.26 -5.2 2 3.12 -3.1 0 HD 112084*
84 4 29.90 -3.4 73 4 26.04 +7.8 R HD 112355
87 2 28.18 ~3.0 © HD 111813 B 80 5 11.92 +7.0 84 4 26.02 +0.1
U 26° 159 84 4 30.95 +7.7 87 3 4.05 -1.7 ©
HD 111514 SB
U 27° 150 HD 112114 HD 112445
72 1 6.56 -3.7 P HD 111814 U 36° 150 U 33° 160
73 2 24.18 -4.5 R 70 3 29.10 -0.7 70 3 29.11 ~49.5 SB
89 4 30.03 -3.0 © 84 4 29.91 +0.3 84 4 29.91 -48.7
HD 112475
HD 111526 HD 111815 HD 112115 SB
63 5 13.00 -11.8 80 5 9.96 +12.1: U 25° 103
86 5 26.93 -11.3 86 5 26.93 +12.3 6% 5 13.00 +3.8 HD 112502
84 4 25.01 +3.6 82 3 13,07 -42.8
HD 111539 HD 111842 86 4 11.06 +4.6 O 87 3 5.08 -42.3 0O
U 39° 142 U 26° 156
72 4 29.97 +17.8 70 1 7.26 -39.1 HD 112126 HD 112541
77 5 28.89 +18.6 84 4 25.00 -37.2 U 33° 156 73 2 25.15 -11.7 R
89 5 2.08 +18.6 © 80 1 13.23 -63.1 86 5 18.99 ~13.0

84 4 30.96 -64.6
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Table 1 (Continued)
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HD 112572 HD 112768 (continued) HD
COU 397 AB 86 5 19.00 -7.3 87
70 3 28.12 -2.0 89 3 29.00 -6.1 0 89
80 5 11.94 -2.4 91 2 4.22 -5.8 © 94
86 5 16.98 -1.8
87 3 30.03 -0.5: HD 112769 HD
HR 4920, 36 Com 80
HD 112573 73 2 25.21 -0.1 R 84
SB 77 5 28.93 ~1.3 88
89 3 29.00 ~0.9
HD 112573 B HD
SAQC 100347 HD 112800 SB
73 3 2.08 -30.7: R 70 3 28.13 ~13.7
6 13.16 -2%.2 P 80 5 11.96 -12.2 HD
74 3 3.18 -29.3: R 86
78 %5 23.22 -29.4 P HD 112814* 87
U 40° 180 21
HD 112611 73 3 11.15 -13.1 R
70 3 27.13 -55.9 B0 5 11.96 -12.7 HD
84 4 30.97 -53.7 73
HD 112845 78
HD 112641 71 2 22.16 +53.2 89
U 37° 187 75 3 7.11 +56.5
SB 89 3 29.00 +53.3 © HD
90 2 15.38 +53.4 E 71
HD 112642 g1 2 4.22 +54.3 © 80
70 3 29.12 +4.4 92 4 29.97 +55.3 ©
80 1 13.24 +4.2 94 S5 4.05 +52.2 © HD
70
HD 112652 HD 112869 77
U 33° 166 U 38° 181, M 78; TT CVn 89
86 4 11.11 -13.8% O 84 4 28.98 -132.6 92
87 3 4.13 -15.3 © 86 5 19.00 -136.5
87 3 3.01 -133.1 O HD
HD 112706 88 3 13.06 -136.9 © 73
70 3 27.14 -20.4 $2 4 29.98 -132.6 © 87
84 4 26.95 -21.7
HD 112872 HD
HD 112733 84 4 27.98 -36.1 SB
BDS 6331 A 87 3 5.09 -36.5 O
U 39° 164 HD
73 2 25.16 -4.0 R HD 112900 70
77 5 28.94 -4.9 73 3 30.04 +7.3 R 80
86 5 27.91 -3.6 87 3 4.02 +6.7 ©
11 25.52 -3.7 P . HD
87 3 4.13 -3.8 0 HD llz314 HR
g1 1 30.07 -3.7 © U 42° 177 74
2 3.14 -4.1 0 SB 84
89
HD 112733 B HD 112960
BDS 6331 B ADS 8730 A HD
U 39° 165 No dip 86
SB 87
HD 112961
HD 112736 SB HD
84 4 28.97 +54.8 73
87 3 4.06 +53.2 0O HD 112973 84
72 4 9.97 -36.0 89
HD 112753 84 4 25.02 -34.8
ADS 8721 AB 91
73 3 11.13 -2.0 RDb HD 112989 94
80 5 11.95 -2.1 b ADS 8731 a
81 5 18.18 -2.5 P& HR 4924, 37 Com HD
-2.5 Pc 66 4 13.99 -13.0: 84
84 4 29.93 -2.6 Pb 24.%9 -12.2: 87
87 4 3.23 -2.5 VY 5 15.99 -1i.8: 88
16.93 -12.1:
HD 112754 73 4 25.01 -12.8 R HD
ADS 8722 A 5 23.04 -13.8 R SB,
73 3 2.07 +15.0 R 74 5 9.06 -11.4 R
84 4 26.02 +15.4 83 3 29.00 -13.5 © HD
85 2 24.08 +15.4 91 2 5.15 -13.4 0O 70
86 11 26.55 +13.3 P 6.07 -13.3 O 80
89 3 26.08 +14.7 O 94 5 4.05 -13.5 O
94 5 4.04 +13.3 O HD
HD 112990 73
HD 112754 B Dip wide and weak 87
ADS 8722 B 86 4 10.93 -15.6: O 88
86 11 26.55 +14.2 P 87 3 4.02 -15.3: 0O
89 3 26.08 +13.6 © 89
94 5 4.04 +13.7 © HD 113001 90
ADS 8734 AB 91
HD 112755 No dip 94
71 2 22.15% +0.8
73 5 17.04 +1.2: R HD 113002 HD
6 13.24 +0.3 P 70 3 28.14 -93.2: BD
89 S 2.09 +1.2 © 73 6 13.25 -92.8 P 73
75 6 6.90 -96.6: 88
HD 112768 86 3 5.45 -94.4 Y
70 3 27.14 -4.6 3 18.33 -93.4 Y
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113002 (continued)
3 2.07 -93.2
3 29.01 -93.5
5 4.05 -94.7

113021
1 13.25 +1.8
4 25.02 +3.4
3 28.53 +2.5

113023

113065
4 10.99 -6.2
3 3.13 -6.4
1 30.17 -5.9

113066
6 12.17 -22.6
5 23.31 -22.9
4 30.03 -23.6

113075
2 22.16 +30.5
5 11.98 +31.4

113076
3 28.15 -12.0
5 31.93 -14.5
4 30.0¢ -13.5
5 8.21 -13.7

113077
2 14.09 -17.8
3 3.14 -19.3

113093

113094
3 29.13 -3.5
5 11.98 -4.0

113095

4929, 38 Com
5 6.97 -5.9
4 28.96 -5.1
3 29.01 -5.1

113096
4 10.99 +2.6
3 3.14 +1.6

113113
2 14.10 -30.1
4 30.87 -26.7
326,09 -28.1
5 3.02 -27.7
130.17 -27.9
5 4.05 -28.1

113114
4 29.00 ~-2.4:
3 4.07 -3.1
4 14.03 -4.0

113169
orbit JAA21

113170*

3.29.14 -22.5
5 11.99 -23.8

113171
3 2.13 [-57.4)
3 3.14 -63.6
1 31.52 =-62.0
3 13.07 -61.5
3 26.09 -62.7
2 15.39 -61.3
130.17 -62.0
5 4,05 -61.9

113171 B

+19°2625
3 2.10 -23.2
3 13.07 -20.6

ox

71
84

86
87

73

89

71
84

73

70
80

HD
71
87

HD
No

HD
84
87
89

HD
72
74
86

113213

2 4.20 +19.1
4 30.98 +21.5
113225

4 10.93 -25.8
3 4.0¢ -26.2
113243

3 31.056 +68.6
6 7.92 +67.8
4 30.04 +69.1
113269

2 .22.17 +22.2
4 30.98 +23.5
11327¢

2 25.19 -14.5:
3 30.07 -14.7
5 23.06 ~-1l1.6:
4 30.99 -12.3
113271

2 4.20 -43.7
3 3.14 -42.6
113300

3 2.16 -21.3
4 10.88 -18.4
113304

4 10.94 -14.5
3 4.05 -14.1
113320

3 29.14 +0.7
5 23.01 -0.5
5 3.03 0.0
113321

5 31.94  +10.0
3 3.14 +9.2
113323

orbit JAAZ1
113338

4 29.01 +1l.4
3 4.14 +10.1
S 8.28 +12.3
113341

4 10.94 -14.4:
3 3.15 -13.3:
113380

2 4.21 -~-14.2
531,94 -13.2
5 3.03 -13.3
113381

6 12.17 -9.6
5 23.32 -10.1
4 30.04 -7.3
5 4.06 -9.7
113393

113406*

3.29.14 +3.6
s 12.00 +5.5
113407

2 22.17 -34.2
3 3.15 -32.%
113469
dip

113492

4 27.98 +2.1
3 4.14 +0.4
4 30.04 +1.1
113493

4 9.97 -29.6
5 2.00 -27.8
3 14.28 -27.9
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Henry Draper G5 — M Stars near the NGP 173
Table 1 (Continued)
HD 113493 (continued) HD 113811 (continued) HD 114092 (continued) HD 114300
87 2 28.34 -29.3 Y 80 5 12.01 -3.5 8¢ 5 1.01 -10.7 70 3 31.10 -29.1
317.27 -28.2 Y 89 11 1.22 -11.4 O 84 4 29.98 -28.7
92 4 30.02 -27.6 O HD 113828 91 1 31.02 -11.3 O
94 S 4.06 -28.7 © 72 4 30.01 -31.0 HD 114326
76 7 2.83 -29.4: R HD 114093 HR 4962
HD 113495 84 S5 1.00 -27.8 73 2 26.14 ~1.1 R 73 2 26.15 -15.8 R
73 3 2.12 [-19.6} R 88 2 1.49 -29.4 V 84 4 29.03 -2.2 80 5 12.99 -16.5
87 3 3.16 -14.1 O 89 3 29.06 -29.8 O 86 4 11.00 -16.1 O
88 1 31.53 -14.1 V HD 114108
89 3 26.10 -14.3 O HD 113866 70 3 31.09 -55.1 HD 114327
90 2 15.39 -14.0 E HR 4949 84 4 29.97 -54.6 66 2 27.05 +43.1
91 1 30.17 -14.2 © 40 Com, FS Com 86 4 10.%0 -54.9 0 3 20.05 +38.2:
94 5 4.06 -14.9 O Gl 499.1 69 3 6.12 +40.8
72 4 30.00 -4.0 HD 114131 4 17.03 +41.8
HD 113515 82 3 6.15 -4.5 ADS 8796 A 81 5 19.36 +41.6 P
75 6 8.92 -30.2 84 4 29.02 -5.0 67 5 29.98 -14.9 84 4 29.98 +42.7
87 3 5.09 -29.6 O 68 2 4.12 ~-14.2
321,25 -29.4 Y HD 113880 82 3 8.04 -14.6 HD 114328
91 1 30.18 -23.4 O SB 87 5 8.88 -14.5 78 5 23.34 -29.1 P
94 5 4.06 -31.3 0 82 1 22.28 -28.7
HD 113892 HD 114131 B 87 3 3.19 -27.9 ©
HD 113516 72 4 30.01 -41.6 ADS 8796 B
84 4 27.99 -14.2: 80 5 12.96 -41.9 82 3 8.04 -12.4 HD 114357
86 11 26.56 -15.9 P 87 5 8.88 -11.5 HR 4964
87 3 22.07 -15.7: HD 113921 SB
71 2 4.2 -7.7 HD 114146
HD 113528 76 7 2.94 -6.3: R ADS 8795 A HD 114358
86 4 10.99 -92.2 © 82 3 6.15 -5.5 73 4 25.05 -4.3 R 70 3 31.12 -53.0
87 3 3.15 -92.5 0O 80 5 12.97 -4.4 80 5 13.00 -51.3
HD 113922 88 3 15.16 =-4.1 O
HD 113561 ADS 8781 A HD 114377
73 2 14.11 -6.2 R 84 5 13.91 -21.7 HD 114146 B ADS 8802 A
87 3 5.09 -6.7 O 87 3 4.11 -23.5 © ADS 8795 B 86 4 11.12 ~3.8 O
511.21 -6.7 Y 88 3 15.16 -4.0 O 11 25.54 -5.6 P
HD 113938 26.57 -4.9 P
HD 113608 82 3 6.15 +6.7 HD 114190 87 3 5.10 -4.3 O
73 6 12.18 -71.5 P 86 5 17.00 +5.3 73 3 30.08 -11.8 R
75 6 7.93 -72.4 87 3 1.03 -12.1 © HD 114377 B
89 4 30.04 -70.5 O HD 113995 ADS 8802 B
sB HD 114218 86 11 25.54 ~4.4 P
HD 113623 70 3 31.10 -11.3 26.57 -4.9 P
73 3 30.07 -18.7 R HD 113996 76 7 2.95 -11.0: R
87 3 3.16 -20.0 O HR 4954, 41 Com 84 4 29.97 -9.9 HD 114401
Standard, -14.7 73 4 25.05 -2.4 R
HD 113638 HD 114219 74 3 3.20. -4.1 R
HD 113997 86 4 11.00 +9.9 O 89 5 3.03 -3.3 O
SB 87 3 3.18 +9.5 0O
HD 113649 HD 114402
71 2 4.22 -19.5 HD 114036 HD 114220 84 4 28.00 +2.7
80 5 12.00 -19.4 80 5 12.02 +1.7 73 6 12.20 +0.9 P 87 3 4.11 +2.4
8¢ 5 1.00 +1.4 78 5 23.33  +1.1 P
HD 113650 89 4 30.04 +1.1 © HD 114428
SB, orbit JAA21 HD 114037 80 5 13.01 -13.5
70 3 29.15  -9.1 HD 114241* 84 4 29.99 -14.2
HD 113672 76 6 30.93 -9.8: R 73 2 14.16 -37.7 R
71 2 22.18 -6.8 80 5 12.96 -9.7 3 11.15 -36.4 R HD 114448
76 7 1.93 -6.1: R 78 3 31.04 -38.7 75 3 7.12  +3.1
80 5 12.01 -5.9 HD 114059 89 5 3.03 -37.8 O 6 6.92 +1.6
- ADS 8788 A 84 4 30.00 +3.8
HD 113673 86 ¢ 11.12 -14.3 © HD 114255
71 2 4.23 -24.9 87 3 5.09 -15.5 O ADS 8799 AB HD 114463
86 5 16.99 ~-23.2 26.00 -14.7 70 3 29.16 -3.4 70 3 31.12  +7.0
29.96 -15.6 80 5 12.99  +3.5: 76 6 28.93 46.6: R
HD 113712 90 2 15.39 -16.9 E 81 5 17.37 -0.7 P 84 4 30.00 +7.1
72 4 29.99 +16.0: 91 1 30.18 -17.4 O 84 S 13.92  +0.9
86 S5 26.94 +18.4 i1 30.5¢ -0.8 P HD 114493
89 3 29 06 +18.7 O L] LI .
BD +30°2368 87 3 1.04 -1.2 © 73 2 15.09 -15.0 R
HD 113714 90 2 15.39 -14.0 E 9¢ 5 4.08 -0.6 O 5 16.99 -16.5 R
SB, orbit JaA21 91 1 30.18 -15.7 O 74 S 21.01 -16.9 R
HD 114265 89 5 3.03 -16.4 ©
HD 113731 HD 114060 73 3 31.12 -30.9 R
72 4 .29.99  +1.4 BDS 6363 A 87 3 3.18 -30.8 O HD 114507
84 4 29.95 +3.3 82 3 6.12 -1.2 66 2 27.04 +10.0:
84 4 29.96 -1.2 HD 114284 28,07  +8.3:
HD 113762 86 11 25.53 -1.0 P 84 4 29.01 +16.5 69 4 18.05  +6.1
SB 91 1 30.18 -0.5 O 86 4 11.12 +19.2 © 84 5 13.90  +6.3
11 26.56 +17.6 P
HD 113771 HD 114060 B 87 3 5.09 +17.6 O HD 114604
71 2 4.24 -12.3 BDS 6363 B 89 3 26.10 +17.6 O ADS 8811 AB
76 7 1.94 -12.8: R 82 3 6.12 -0.7 Triple system
84 4 29.94 -10.4 84 4 29.96 -0.3 HD 114284 B; 25", 230° (Mazeh & Latham 1988
86 11 25.53 -0.2 P 86 11 26.56 -19.5 P 4 5 1.01 ~-1.4
HD 113784 91 1 30.18 -1.2 © 89 3 26.10 -21.6 O 86 4 11.03 +1.2 0
86 4 11.00 -0.4 O 87 3 5.10 +0.2 O
87 3 3.18 -0.9 O HD 114092 HD 114285 3 17.26 +1.9 Y
HR 4956 71 2 22.18 -30.6 5 6.28 =-1.7 Y
HD 113811 72 4 9.98 -12.2 76 6 29.94 -30.8: R 5 7.19 -3.3 Y
72 4 29.99 -4.8 74 5 9.08 -11.7 R 84 4 29.98 -28.3 89 3 26.11 +1.1 ©
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HD

87
88

HD
CcouU
73
80

HD
73
80
91

HD
BD
91
92

HD
BDS
SB

"HD 114864 B~

BDS

Dip wide and

73
89

114605

4 17.04
28.97

3.27.07

6 1.95

114636

3 31.13
5 15.97
3 5.10
2 1.49

114637*
54 A

3 11.18
5 13.01

114638

3 2.15
5 13.88
130.19

114638 B
+20°2805
1 30.19
5 1.07

114658

2 4.25
6 28.54
5 15.98

114674
cvn
4 9.98
6 30.94
4 30.01

114676

5 13.92
4 11.01
3 3.19

114724
4984

2 26,16
1 2.31

114744
8815 AB

B AUV LVIW
[N
w
N
o

114761

114793
4987

114812
5 13.88
5 13.94

114819
3 23.08
5 23.02
1 30.18
114840
4 11.02
3
2
3.26.12
1
4

114864
6425 A

6425 B

3 31.10
3 31.02

+
o
[

-28.
-25.
-25.
-25.

R wo

+21.
+21.

'S}

-5
5.

+25.
+24.

0
[eX e}

-23.

-24.

+1.
+1.
-10.

-10.
~10.

@ @+
[oe]

-21.4 R
-20.1

'
-~

cosbbWn
LR

oo U

-30.
-29.

[ as}

+0.

+1.

+9.
+11
+11.
+12.
+13.
+11.

B ow®ow
[e¥eNeRNoNe]

= 114881

weak
+5.4: R
+1.3: 0

HD 114864 B {(continued)

89
93

HD
66

67
69

80

HD
ADS
73
73
87
89

HD
73
86

HD
SB

HD
70
80

HD
HR

HD
SB,
86
87

HD

HD
SB

HD
SB

HD

HD
70
84

HD

5 2.95 -2.9:
2 15.16 -4,1
114865
3 20.07 +2.4:
5 18.94 -2.1:
5 20.94 +2.2
3 s.1¢0 +2.0
4 25.02 +3.4
5 13.87 +2.9
114878
8820 AB
2 15.10 -1.1
5 23.08 -3.2:
3 3.93 -3.9:
3 29.06 -2.6
114880
3 30.09 -9.0:
5 15.98 -9.9
114882
114883
323.10 -12.4
5 13.91 -12.6
114889
4992
2 26.17 -21.0
4 29.04 -21.0
3 13.07 -21.8
3 26.12 -22.0
130.19 -21.7
114914
orbit ApJ 281,
4 11.13 -56.8
3 5.11 -59.3
22.11 +15.0:
26.01 +50.4
29.94 +6.0
5 7.82 +50.7:
8.98 -29.4:
114929
4 28.00 -7.4
4 11.13 -5.6
3 2.98 -7.6
3 29.06 -6.8
1 30.20 =7.3
5 4.08 =7.7
114931
114941
114958
2 22.19 +0.1
5 13.91 -0.4
4 3.28 +1.2
5 10.19 +1.1
1 30.20 +0.2
114959
3 19.15 -42.0
6 28.95 -39.0
4 30.02 -39.5
5 3.04 -40.3
114975*
323,10 +1.5
4 30.02 -0.3
114976
8826 A
3. 23.11 -29.5:
S 17.01 -29.6
513.92 -30.7
3 14.35 -29.3
2 7.54 -29.3
2 8.48 -30.2
3 16.56 -28.4
1 30.20 -28.9
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HD 114976 C

ADS 8826 C
91 1 30.20
HD 114990
80 S5 13.92
81 S5 19.37
89 3 29.07
HD 115004
HR 4997
66 4 13.99
24.99
5 15,81
16.94
73 4 25.03
S 23.03
74 5 9.04
89 3 26.13
HD 115038
ADS 8830 AR
84 5 13.96
86 4 11.13
87 3 5.11
HD 115165
70 3 19.16
86 5 15.99
HD 115166*
73 2 26.17
84 4 30.03
HD 115182
73 3 31.07
78 23.35
86 3 15.33
87 3 17.35
89 4 306.05
91 1 30.21
94 5 4.09
HD 115183
68 4 11.02
80 5 13.94
HD 115256
68 2 4,22
4 8.07
9.94
11.01
24.02
24.95
26.90
69 4 15.97
76 7 1.96
86 5 16.00
HD 115319
HR 5007
73 3 15.1s8

B4 4 30.04
89 3 29.07

HD 115338
71 2 22.20
76 6 29.55
80 S 13.9%
86 3 16.41
87 3 21.09
21.38
5 6.29
91 1 30.21
24 5 4.08
HD 115339
70 3 31.14
76 6 29.96
86 S 16.00
HD 115349
74 5 8.05
76 6 29.97
87 3 2.98
HD 115364
73 3 2.17
87 3 1.04

-29.

+29.
+31.
+31.

-20.
-20.
-18.
-22.
-22.
-22.
-20.
-21.

-24.
~24.
-24.

-35.
-35.

-8.
-9.

-28.

-28
~27

~27.
-27.
-28.
-28.

-14

-1s.

+10.

+11.
+11.
+12.
+10.
+11.
+11.
+10.
+10.

-48.
-46.
~-46.

+28.
{+24.
+28.
+30.

+28
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+27.
+28.
+28.
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HD
73
84

HD

115381~
315.13
4 30.04

115404*

ADS 8841 A

Gl

HD

565 a

15.14
22.18
26.13
15.39
5.16

w

5
3
2
2

115404 B
B

ADS 8841

Gl
75
83
90
91

HD
73
87

HD
73
80

HD
78
81
87

HD
SB

HD
sB

HD
70
76
80

505 B 1
5 22.19
326.13
2 15.39
2 5.16

115424
2 15.15
3 3.21

115425
3 2.17
5 13.95

115444

S 23.35
5 17.38
3 2.99

115445

115461

115462
3 31.14
6 28.96
5 13.96

115463

115464
19.16
16.00
29.07
5.17
30.06
4.09

[LY S YRET W)

115478

115536
3 2.19
3 2.99

115537

4 11.04
S 13.96
3 3.21
3 21.09

115538

4 11.03
6 24.93
4 28,02
3 12.09

-17.
-18.

~27.
-28.
-27.

-15.
-14.
-14.

-26.
-24.
~22.
-23.
-20.
-22.
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-13.
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+6.
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Henry Draper G5 — M Stars near the NGP 175
Table 1 (Continued)
HD 115557 HD 115927 {continued) HD 116288 HD 116498
80 5 13.97  +4.0 91 2 5.17 +0.8 0 73 2 26.18 -2.9 R Dip wide and weak
86 5 16.01 +2.4 94 5 4.09 +0.5 0 76 6 30.95 -3.1: R 89 5 3.04 -7.7 ©
89 329.11 -4.0 © 92 5 1.07 -10.6 0O
HD 115558 HD 115928
71 2 16.16 -24.8 68 4 11.06 -5.9 HD 116304 HD 116499
80 S 13.97 -24.7 87 3 3.00 -8.1 © 73 2 24.24 {-17.6:]R 70 3 31.16 +13.7
8% 3 29.09 -7.8 © 330.10 -23.4 R 87 3 22.08 +11.7
HD 115572 5 11.04 -21.7: R
ADS 8847 A HD 115942 80 5 14.93 -22.9 HD 116514
71 2 27.17 -18.6 68 4 11.07 -25.6 87 3 3.00 -22.2 O SB, orbit JAA21
76 6 28.96 -18.3: R 87 3 21.11 -26.6
87 3 2.99 -20.1 O HD 116329 HD 116515
HD 115954 73 2 15.17 -38.9: R 70 3 26.12 -3.5
HD 115588 80 5 14.01 -14.8 87 3 1.08 -36.1 o0 76 6 30.96 -4.3: R
SB 87 3 3.95 -13.7 0 89 3 29.11 -35.6 O 86 5 27.92 -3.9
HD 115605 HD 115968 HD 116345 HD 116516
89 3 29.08 -6.5: 0 SB, orbit JAA2 sB 80 5 14.98 -17.3
91 2 5.17 -5.3: 0 87 3 22.03 -18.4
HD 116010 HD 116364
HD 115613 HR 5032, 23 CVn 66 3 20.07 -43.4: HD 116581
80 513,98 -5.9 73 4 25.02 ~-21.0 R 5 18.95 -43.8: HR 5052
86 5 16.01 -6.3 74 5 9.10 -20.3 R 67 5 20.94 -44.7 70 3 26.13  +1.8
89 3 29.10 -20.0 O 73 2 26.19 -44.7 R 80 5 14.97 +0.4
HD 115654 89 3 29.11 -44.5 © 89 3 29.12 +0.1 O
71 2 27.18 -19.6: HD 116028 91 2 5.18 +1.1 ©
73 511,05 -21.1: R 84 5 8.97 -26.1 HD 116378 94 5 .10 0.0 ©
89 3 29.09 -20.4 © 86 4 10.91 -25.3 © BDS 6472 A
87 3 3.96 -25.4 O SB, orbit JAAD HD 116593
HD 115721 ADS 8892 AB
ADS 8852 A HD 116029 HD 116378 B 86 4 11.03 -5.7 ©
68 4 11.05 -22.5 70 3 29.16 -5.4 BDS 6472 B 87 3 5.13 -6.1 O
76 6 29.98 -22.4: R 76 6 30.94 -9.5: R See JAAS 22.04 -6.7
80 5 13.99 -23.5 86 5 16.03 -4.7
81 5 18.18 -23.1 p 89 3 29.10 -5.9 © HD 116394 HD 116617
84 12 2.57 -22.6 P 73 3 30.12 -30.7 R SB
HD 116093 87 3 20.08 -31.3
HD 115721 B IG Com HD 116619
ADS 8852 B SB2, orbit JAALS HD 116406 72 4 5.07 +33.3:
81 5 18.18 -18.7 P 73 2 15.18 -30.5 R 87 3 22.05 +31.9
84 12 2.57 -20.3 P HD 116110 4 26.06 -33.6 R
68 4 11.08 +20.2 5 17.00 -31.5 R HD 116636
HD 115723 80 5 14.89 +21.6 6 13.22 -30.9 P 71 2 16.17 -28.5
HR 5022 74 5 21.03 -29.4 R 87 3 1.05 -30.6 ©
73 4 25.01 -18.9 R HD 116157 89 3 29.11 -30.6 O
74 5 9.09 -13.3 R 86 4 10.90 +15.1 0 94 S5 4.10 -30.3 0 HD 116694
89 3 29.09 -18.9 © 87 3 3.00 +13.9 O 80 5 14.98 -0.8
HD 116407 87 3 3.01 -1.7 O
HD 115736 HD 116158 73 3 2.22 +25.8 R
66 2 27.06 +67.2: 73 3 2.20 +12.1 R 87 3 22.01 +25.9 HD 116707
28.09 +62.6: 87 3 3.00 +11.3 0 ADS 8894 A,B
69 4 27.01 +63.9 21.12 +12.2 HD 116441 No dip
73 3 2,20 +61.1 R 70 3 26.11 -34.4
87 3 21.10 +65.2 HD 116159 82 1 22.30 -33.7 HD 116723
89 3 29.09 +64.3 O 70 3 31.15 -34.6 73 2 15.21 -9.6 R
87 3 21.12 -34.9 HD 116476 80 5 14.99 -9.1
HD 115763 70 3 26.10 -40.4 87 3 3.04 -7.6 0
84 S5 13.99 +6.4 HD 116173 80 5 14.95 -35.4 91 130.12 -7.2 0
86 4 10.96 +6.6 O 68 4@ 11.09 -2.5 2 3,13 -7.5 ©
87 3 4.12 +7.1 © 86 5 27.93 -1.4 HD 116477
84 426.04 -4.9 HD 116723 B
HD 115781 HD 116189 87 3 22.02 -5.8 BD +3892444
BL CVn 86 4 11.03 -9.8 0 88 2 1.51 -5.5 ¥ SB
SB, orbit JAA 9, 213 87 3 5.12 -7.6 © 313.12  -5.5 ©
89 3 29.10 -8.6 O 89 3 27.08 -5.2 0 HD 116754
HD 115783 5 3.04 -8.4 O 90 2 15.40 -5.0 E 67 S 26.91 +51.0
86 ¢ 11.1¢4 +11.5 © 91 2 5.17 -9.1 O 29.91 +50.9
87 3 21.11 +10.1 92 4 30.07 -8.8 O HD 116479 69 3 6.13 +50.9
94 5 4.09 -8.5 O sB 4 27.01 +53.2
HD 115856 87 3 22.06 +50.3
73 2 15.16 -28.6 R HD 116204 HD 116494
86 5 16.02 =-27.5 BM CVn 70 3 26.12 -21.4 HD 116784
SB. orbit JAA 9, 213 86 5 27.93 -19.9 73 2 26.20 -3.6 R
HD 115867 80 5 15.00 -3.4
84 513.99 -3.7 HD 116232 HD 116495
87 3 4.12 -4.0 © 68 4 24.05 -16.5 ADS 8887 AB HD 116843
76 € 29.98 -14.7: R Gl 509 AB 71 2 27.19  +6.0
HD 115884 86 5 16.03 -15.8 73 2 15.20 -42.1: R 87 3 3.04 +5.4 0
86 4 10.90 -4.0: © 74 5 8.08 -34.1: R
87 3 2.99 -6.8 O HD 116247 75 3 4.11 -38.0 HD 116867
SB 79 5 18.94 -38.4 No dip
HD 115900 80 5 14.95 -37.6
73 3 31.11  +9.6 R HD 116286 HD 116867 B
87 3 5.12 +11.7 © 73 3 2.22 -17.1 R HD 116496 SAO 100565
87 3 3.36 -19.0 © 84 4 26.06 -13.9: 89 5 3.05 +61.8 O
HD 115927 86 4 11.07 ~10.4: O 91 2 5.19 +62.2 O
68 4 11.06 -0.9 HD 116287+ 87 3 1.04 -13.3 0
76 6 28.97  +2.1: R 68 4 24.06 -3.3 HD 116880
80 5 14.01  -1.3 84 4 26.0¢ -2.8 sB
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Table1 (Continued)
HD 116911 HD 117189 HD 117555 HD 117981*
No dip 66 2 27.09 +4.3: FK Com 73 2 26.22 -2.9 R
5 18.96 +4.2: No dip 74 5 %.10 -2.7 R
HD 116927 87 3 22.08 +2.9 77 3 31.12 ~2.9
71 2 16.18 -32.6 "HD 117555 B" = 117567 86 3 18.45 -1.0 Y
80 5 15.02 -29.1 HD 117203+ 73 3 15.18 +1.1: R 89 5 3.07 -1.6 ©
82 5 29.91 -30.1 72 4 10.00 -3.1 74 S5 30.21 +1.1 P
76 6 24.96 -1.4: R HD 117982
HD 116940 84 S5 1.03 -3.6 HD 117610 73 5 11.03 -0.9 R
73 3 31.14 -15.9 R 71 2 16.1¢ -34.1 75 6 8.92 +0.9
87 3 S5.21 -15.4 0 HD 117204 84 S5 11.99 -31.4 83 4 30.05 +2.4 O
72 3 28.05 -26.7 B9 3 27.09 -32.1 O
HD 116958 80 5 15.98 -26.9 91 2 4.18 -32.1 o© HD 118001
72 4 5.09 -17.5: 72 4 5.12 -6.6
87 3 1.06 -17.9 O HD 117262 HD 117656 80 5 16.98 -6.0
89 3 2%9.12 -18.1 O 72 4 30.03 -7.2 80 5 16.01 -28.4
76 7 2.97 -4.8: R 86 3 18.41 -28.0 Y HD 118052
HD 116974 87 -3 3.05 -5.4 0 87 3 3.06 -29.0 O SB
80 5 15.01 ~-13.3
87 3 22.06 -15.3 HD 117263 HD 117673 HD 118096
72 3 28.06 -7.8 5B 71 2 21.20 +2.2
HD 117009 84 S5 11.97 -6.8 78 S5 23.41 +1.8 P
ADS 8304 AB HD 117696 89 4 30.0% +2.7 Q
Dip wide and weak HD 117265 73 3 15.15 -18.4 R
86 4 11.06 -3.7: O SB 80 5 16.01 -17.9 HD 118157
87 3 1.05 -1.4: 0 SB
89 5 1.08 -0.5: O HD 117282 HD 117728
73 3 31.15 +0.3 R 71 2 16.21 -11.8 HD 118157 B; 65", 140°
HD 117028 87 3 3.06 +0.5 76 6 24.97 -9.7: R 81 1 30.15 +8.3 0
71 2 16.19 +19.1 86 5 25.94 -10.7
87 3 22.08 +22.%9 HD 117302 HD 118204
88 2 1.53 +22.8 V 72 4 30.04 -15.2 HD 117729 72 4 5.13 -24.1
3 13.13 +23.3 O 84 5 1.03 -13.9 No dip 86 5 25.95 -22.1
89 3 27.08 +23.2 ©
S 1.10 +23.1 o HD 117319 HD 117730 HD 118217
90 2 15.40 +23.1 E SB 72 3 28.11 -1.9 73 5 11.08 -18.6 R
91 2 5.19 +23.3 O© 85 S 31.98 -2.6 78 5 23.42 -17.6 P
HD 117347 86 4 11.14 -1.0 © 89 4 30.05 -17.5 O©
KD 117030 72 4 8.07 -7.% 89 3 29.14 -1.5 ©
71 2 27.20 -12.2: 87 3 3.06 -6.6 © HD 118234
80 5§ 15.93 -10.3 HD 117777 SB, orbit JAAl4
HD 117348 No dip
HD 117061 BDS 6504 A HD 118264
Dip VERY wide and weak 84 4 29.05 +1.9: HD 117816 73 3 15.20 -13.1 R
81 5 17.39 P 87 3 3.97 +1.5 © 71 2 21.19 -2.7 86 5 25.93 -14.8
86 4 5.01 [} 89 3 29.13 +0.9 O 87 3 1.07 -2.5 ©
89 5 1.09 -13:: O 94 5 4.11 -0.2 © HD 118265
- HD 117831 73 2 15.23 -28.9 R
HD 117062 HD 117348 B 73 3 15.19 =-25.2 R 86 4 10.09 -28.0 ©
No dip BDS 6504 B 86 5 25.95 -23.5
89 3 29.13 +0.9 0O HD 118288
HD 117063 HD 117846~ 73 3 15.21 +8.0 R
SB HD 117389 ADS 8934 A 76 7 2.9% +7.2: R
72 3 28.07 -32.7 73 2 26.23 -20.8 R 87 3 3.06 +8.2 O
HD 117064 80 5 15.99 -34.1 77 3 31.11 -19.5
SB, orbit JAAS 89 5 3.06 -18.95 © HD 118296
HD 117390 73 3 15.20 -28.8 R
HD 117077 8¢ 5 15.9% -17.3 HD 117846 B 84 5 1.05 -28.0
73 2 15.22 +8.7 R 87 3 22.09 -18.6 ADS 8934 B 86 4 10.91 -28.0 O
87 3 3.97 +10.6 O© 83 S5 3.06 -19.0 ©
HD 117418 HD 118311
HD 117078 84 5 13.00 -6.0 HD 117876 71 2 16.22 -26.6
SB 87 3 s5.21 -4.3 0 ADS 8937 A 76 7 2.99 -28.7: R
HR 5102 86 5 25.93 -27.2
HD 117099 HD 117434 73 2 24.26 +12.0 R
72 4 30.03 -15.2: 73 2 24.25 +2.4 R 77 3 31.11 +10.8 HD 118361
73 2 26.22 -14.8 R 26.20 +2.1 R 79 5 18.95 +11.1 72 4 5.12 -2.2
84 5 1.0z -12.8 87 3 22.09 +2.6 80 5 16.57 +10.3 80 5 17.00 -1.1
84 5 1.03 +9.1
HD 117100 HD 117464 HD 118389
Dip VERY wide and weak Probably SB HD 117893 73 2 15.24 -6.1 R
78 5 23.40 -2z P 73 3 31.14 +2.9 R 72 4 5.11 -11.¢ 86 5 25.97 -6.5
B6 4 5.02 +4:: Q 87 3 22.10 -2.6 80 5 16.97 -12.6
87 3 3.08 +6:: O 5 31.98 -1.4 HD 118508
88 2 1.%3 -0.3 v HD 117912 HR 5123
HD 117123 3 13.14 -0.3 o 80 S5 16.97 -22.0 74 S 8.11 -34.5 R
SB 89 3 27.09 -0.8 © 86 3 18.42 -19.2 Y 77 3 31.12 -35.3
89 5 3.06 0.0 © 86 S5 25.95 -17.9 84 4 29.06 -35.0
HD 117137 90 2 15.40 -0.5 E 88 2 1.54 -18B.9 V 89 3 27.10 -34.8 ©
73 3 2.25 -60.6 R 91 2 5.18 0.0 © 3 13.14 -19.2 ©
75 4 10.04 -60.8 2 5 1.08 +0.3 © B9 3 27.09 -18.7 © HD 118525
89 5 3.06 -59.1 © 93 7 11.94 +0.6 0 91 2 4.18 -1%.1 © 88 3 13.15 -1.4 ©
91 2 S5.19 -59.5 © 94 5 4.00 -0.1 © 92 5 1.08 -18.8 O 89 5 3.07 ~-1.1 ©
8 5.87 +0.3 0 94 5 4.11 -19.8 O
HD 117139 "HD 118525 B" = 118537
SB HD 117497 HD 117%80 78 5 23.37 -27.9 P
72 3 28.10 -4.4: 71 2 21.20 -2.6 86 5 26.%7 -30.1
HD 117188 80 5 16.00 5.7 78 5 23.41 -3.6 P 88 3 13.15 -27.5 o
73 3 11.06 -26.7: R 89 4 30.05 -3.4 0 89 5 3.07 -27.7 ©
87 3 5.20 -26.4 ©
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Table 1 (Continued)

HD 118576 HD 119025 WD 119477 HD 120006
ADS 8970 A 72 424.98 -31.6 73 331.18 +0.8 R SB
Gl 518.2 A 86 5 26.96 -30.2 87 3 22.12 +1.4
80 5 17.01  +3.2 HD 120183
86 5 25.98  +5.0 HD 119035 HD 119497 80 5 18.97 -21.0
11 25.54  +4.6 P HR 5143 72 4 25.00  -3.2: 86 3 18.50 -25.5 Y
92 5 1.09 +5.0 O 73 2 26.26 -17.4 R 87 3 1.08 -2.3 0O 87 3 3.07 -21.3 0
77 3 31.13 -18.1 89 3 27.12 -3.5 O 93 9 12.79 -19.7 O©
HD 118576 B 84 5 1.05 -19.4 94 1 8.21 -20.5 ©
ADS 8970 B 86 5 26.35 -1B.6 HD 119515 430.07 -21.2 ©
Gl 518.2 B BDS 6602 A 8 2.92 -20.8 ©
80 5 17.01 +3.0 HD 119036 75 6 8.98 -56.6
86 5 25.98 +2.5 73 4 26.09 -41.5: R 78 5 23.38 -58.5 P HD 120246
11 25.54  +4.7 P 6 13.25 -40.5 P 87 6 15.24 -56.0 ¥ 73 5 11.11 +20.5 R
74 5 8.09 -42.8 R 89 4 30.06 -57.0 O 87 3 1.08 +20.1 O
HD 118577 89 3 27.11 -40.9 O 91 2 5.20 -57.5 0O 89 3 27.13 +20.1 O
71 2 22.22 -8.6
73 6 13.15 -4.0 P ED 119081 HD 119515 B HD 120278
82 5 29.95 -1.7 HR 5145 BDS 6602 B 73 '330.15  +3.6 R
83 517.02 -3.4 73 2 15.26 -61.1 R 91 2 5.20 -33.1 ©O 87 3 3.07 +3.2 ©
6 8.96 5.0 26.25 -60.1: R
84 4 28.05 -2.7 425.03 -61.5 R HD 119534 HD 120334
85 2 24.16 2.7 77 3 31.13 -60.6 78 T3 4.12 +26.8 70 3 29.18  -8.3
86 ¢ 11.08 -1.3 O 89 5 3.08 -61.6 O 78 5 23.38 +26.6 P 87 3 1.08 -8.0 O
87 3 1.07 -3.4 0 87 5 31.97 +26.5
88 2 1.54 -3.3 V HD 119083 § 15.23 +27.8 ¥ HD 120364
313.16 -2.2 o© 71 2 16.24  +5.0 7 5.82 +26.2 72 4 25.03  -2.4
89 327.10 -3.0 ©O 80 5 17.94 +6.5 89 4 30.06 +27.6 O 76 6 25.02 -1.5: R
5 3.08 -1.5 0 91 2 5.20 +26.8 © 87 3 26.07 -1.9
90 2 15.40 -3.1 E HD 119125
92 5 1.09 -3.1 © 73 5 11.09 -38.6 R HD 119%84 HD 120381
94 5 4.11 -4.6 © 78 5 23.39 -38.0 B HR 5164 87 3 1.09 -4.5 ©
89 & 30.06 -37.0 0O 73 4 25.08 +7.3 R 89 3 27.13 -5.5 O
HD 118643 78 S $.11  +7.5 R
72 4 8.08 -7.0 HD 119126 89 3 27.12 +7.1 O HD 120420
8¢ 5 1.05 -8.3 HR 5149, 2 Boo HR 5195
89 327.10 -7.3 © 72 4 25.00  +4.8 HD 119617 71 2 22.27 +12.0
77 3 31.14  +5.7 72 4 25.02 -47.4 74 3 3.23 +11.3 R
HD 118658 89 3 27.11 +5.1 © 86 5 26.99 -46.5 5 §.13 +12.3 R
73 2 15.25 -4.8 R 76 & 24.01 +13.4: R
80 5 17.02 -7.3 HD 119171 HD 119618 89 3 27.13 +12.1 ©
86 5 25.99 -4.7 73 3731017 +6.6 R 71 2 22.23 +63.8
89 329.14 -5.8 © 80 5 17.35 +5.5 75 3 4.13 +63.8 HD 120421
92 5 1.10 +64.2 © 73 '3 15.22  -4.3 R
HD 118659 HD 119199 94 5 4.11 +61.9 © 80 5 19.95 -4.8
80 5 17.03 -45.0 78 5 23.37 -32.8 P
86 5 25.99 -44.1 79 5 18.95 -33.1 HD 119649 HD 120476%
89 4 30.06 -31.7 0 86 4 11.08 -0.4 © ADS 9031 AB
HD 118670% 87 3 4.16 -0.3 © 72 4 25.04 -21.1
SB2, orbit JAALS HD 119287 76 6 23.89 -21.3: R
71 2 16.25 -14.0 HD 119666
HD 118701 86 5 26.97 -12.6 73 3 30.15 -13.9 R HD 120531
72 4 8.08 -1.8 87 3 1.08 -11.2 © 80 5 18.95 -14.6 sB
89 3 27.10 -1.1 © 88 1 26.51 -11.3 Vv
311.18 -11.1 © HD 119748 HD 120539
HD 118823 17.04 -10.9 @ 72 4 25.03 -34.9 HR 5201, 6 Boo
72 4 25.01 -10.2 414,02 -10.4 87 3 26.04 -32.2 SB, orbit JAAL2
85 6 1.97 -11.1 5 19.94 -11.0 89 4 30.06 -32.0 ©
6 23.92 -11.0 HD 120567
HD 118839 11 5.22 -11.3 © HD 119768 86 3 18.50 -0.3 ¥
HR 5137 89 2 24.28 -11.3 E 71 2 22.24 +35.5 87 3 26.08 -2.0
73 2 26.24 -10.5 R 325.1¢4 -11.1 © 80 5 18.98 +35.0 88 2 1.55 -1.6 WV
77 3 31.12 -12.0 429.07 -10.8 © 11 7.22 -1.0 o©
86 3 18.47 -10.1 ¥ S 28.90 -11.8 HD 119875 89 3 27.13 -1.0 ©
89 5 3.08 -10.9 O 711.92 -11.2 73 5 11.10 -14.8 R 91 2 5.21 -1.5 0
90 2 15.40 -11.3 E 87 3 26.06 -14.9 92 5 1.10 -i.7 ©
91 2 5.19 -10.9 O© HD 119300 9¢ 5 4.11 -1.4 ©
80 5 17.96 -4.4 HD 119901
HD 118874 89 327.11 -5.2 0 80 5 18.96 -4.8 HD 120618
71 2 16.23  +3.6 87 3 1.08 -5.2 O 72 4 25.05 +13.1
86 5 26.00 +2.4 HD 119334 87 3 26.09 +13.5
sB HD 119914
HD 118887 74 5 22.03 -10.2 R HD 120649
72 4 8.09 -30.9 HD 119392 86 3 18.49 -8.6 Y 86 5 6.02 -32.1
B6 5 26.00 -30.0 72 4 24.99 -31.9 87 3 3.06 -9.1 © 87 3 3.07 -29.3 ©
86 5 28.99 -31.1 89 327.12 -8.4 O 89 4 30.06 -29.5 ©
HD 118505 91 130.15 -B.6 O
73 2 15.26 +2.0 R HD 119411 2 3.19 -8.6 © HD 120650
76 6 29.99 +3.7: R 80 5 17.95 -60.2 70 '3 29.18 -23.3
80 517.94 +1.8 86 5 26.99 -60.0 HD 119914 B; 50", 150° 86 3 17.51 -20.0 ¥
SB .87 3 3.07 -23.3 ©O
HD 118971 HD 119446
73 3 15.22 +33.2 R 71 2 22.22 -24.1 HD 119915 HD 120684
85 § 1.97 +33.8 86 5 20.00 -23.8 71 2 22.24 -91.4 86 5 13.99 -1.6
89 3 27.11 +33.0 © Loas 75 3 7.13 -93.7 87 3 26.08 -0.5
HD 119458 7 22 -
HD 119007 HR 5161 . 7.3 522 o938 0 HD 120751
71,727 16.24 +19.7 SB, orbit PASP 91, 521  HD 119944
86 5 26.96 +21.9 BDS 6654 A
: . sB 73 6 12.20 +4.3 P

75 5 22.20 +6.6 P
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Table 1 (Continued)
HD 120751 (continued) HD 120820 (continued) HD 121131 (continued) HD 121710
87 3 1.09 +4.7 O 91 2 5.21 +3.5 © 75 2 28.11 +50.7 HR 5247, 9 Boo
9¢ 5 4.12 +3.7 © 92 5 1.10 +50.8 © 66 4 14.02 -39.5:
HD 120751 B 21.02 -40.1:
BDS €654 B HD 120847 HD 121183 24.05 -38.7:
73 6 12.21 +4.4 P 73 6 12.21 -41.5 P 72 4 25.06 -27.4 25.03 -39.3:
75 5 22.20 +4.4 P 87 3 1.10 -41.3 O 87 3 26.10 -27.2 5 15.96 -40.6:
66 S 16.97 -38.8:
HD 120752 HD 120876 HD 121184 73 3 31.21 -40.9 R
71 2 22,25 -20.6 Not measurable 73 4 25.09 -20.2 R 74 5 8.13 -40.0 R
87 3 1.09 -21.7 © 87 3 1.11 -19.9 © 76 6 24.02 -38.0: R
HD 120895 89 3 30.15 -40.4 ©
HD 120753 71 2 22.26 -25.4 HD 121213
73 3 31.19 -70.5 R 87 3 1.10 -27.5 0O SB HD 121725
7S 6 8.93 67 73 3 30.1¢ -7.4 R
86 5 14.00 -66.6 HD 120933 HD 121318 87 3 26.14 -8.6
87 3 1.10 -66.6 O HR 5219 73 3 31.16 -44.5 R
94 4 30.07 -44.9 © 87 3 26.12 -48.4 HD 121827
HD 120802 5 2.09 -44.5 0 88 2 1.57 -45.6 V 73 4 25.09 -19.7: R
See Obs. 99, 42 4 14.04 -46.2 5 17.01 -17.8 R
89 4 30.06 -23.0 O HD 121063 89 3 30.15 -46.1 © 88 2 1.56 -13.6 V
71 2 22.26 -24.8 4 14.05 -13.3
HD 120803 87 3 1.11 -26.5 O HD 121604 89 3 30.15 -13.5 O
SB, orbit JAA4 72 4 30.06 -58.7
HD 121131 84 4 28.07 -59.4 HD 121844
HD 120820 73 5 17.02 +51.7: R 87 3 1.11 -59.1 O SB, orbit JAA8
86 3 17.51 +2.5 Y 74 4 15.04 +51.0
S 6.02 +4.4 6 2.15 +51.9 P
87 3 26.10 +5.2 7 28.90 +48.4
Notes:

*

In BSC Supplement

a) Discordance not significant on this very faint star

b) Both stars on slit
c) South star alone

d) North star alone

e) Primary star alone
f) Secondary star alone

g

or only to one or the other

Table 2. Radial-velocity information.

HD 108736 C = ADS 8570 C: Aitken’s position angle is 180° off
hg Upgren's list identifies U 35° 134 with HD 110814, but his chart
appears to point to the northern component, i e the companion star,
which we have called HD 110814 B Upgren merely comments "Double
Star", without saying whether his identifier belongs to both stars

a) Radial-velocity sources and Table 1 codes.

Series Observer Source and reference to instrument Table 1 Code

1 R.FG. Cambridge 36-inch (Griffin 1967) blank

2 G.A. Radford Cambridge 36-inch R

3 R.FG. OHP Coravel (Baranne, Mayor & Poncet 1979) 0

4 R.EG. Palomar 200-inch (Griffin & Gunn 1974) P

5 R.EG. DAOQ 48-inch (Fletcher et al. 1982) v

6 R.EG. ESO Coravel E

7 KMY. DAO 48-inch Y

b) Numbers of observations and differences between series 1 and other series.

Series N (obs) N Mean Diff s.e.
(Common to kms™! kms™!

series 1)

1 1174 1.10

2 387 177 —0.09 £+ 0.10 1.22

3 787 305 —0.11 0.06 0.92

4 156 74 +0.11 0.14 0.90

5 26 13 —-045 024 0.50

6 24 13 +0.16 0.35 0.95

7 52 32 —0.09 +£0.27 1.13

Total 2606
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Intercomparisons of Griffin's observations made at Cambridge with those made of the
same stars in other measurement series are summarized in Table 2(b). In only two
cases are the mean differences greater than the standard errors, and then only by
factors of two. We conclude that there are no significant systematic differences of
zero-points among the seven sets, after the aforementioned adjustment.

There are 914 stars in Table 1, but only 903 with radial velocities. The other 11 stars
were observed, but gave no measurable dips in the radial-velocity traces, probably
because their spectral types are, despite the HD classifications, too early for mea-
surement with the radial-velocity spectrometers. That probability is borne out by their
colours, which are available for 9 of the 11 stars; the mean (B — V) is 0.36 mag, with
an rm.s. dispersion of 0.11 mag, a range of colour broadly corresponding to that of
F-type stars.

One hundred and twenty five of the stars in Table 1 are noted as spectroscopic
binaries (SBs); of those, all but about eight have been discovered in the course of this
programme (the exact number of previously-recognized ones depending on the
strength of the evidence that is considered necessary to carry conviction of velocity
variations). Velocities for the SBs are not set out in the Table, the number of whose
entries (2606) would be more than doubled by their inclusion. Quite a lot of them has
already appeared in print in discussions of the orbits of the respective stars. Orbits of
33 of the stars on this programme have been published by R.F.G. (sometimes with
collaborators); all but two of them have appeared in this Journal. References to those
orbits are given, mostly in abbreviated form, in the Table; complete references to
papers in the series in Journal of Astrophysics and Astronomy are given in the
Reference section below, in the entry JAA.

Mean velocities of all 903 stars are given in Table 3. The weighted mean velocities,
standard errors, and numbers of observations are listed in columns eleven, twelve,
and thirteen. The Table 1 entries with colons have been given half weight, those with
double colons one-fourth weight, those in brackets zero weight. The OHP, Palomar,
and ESO entries have been given double weight. That weighting is largely justified, in
round terms, by an analysis of the residuals of the respective series from the mean
values. We omitted from the analysis the observations of 14 stars (identified in
Table 1) whose velocities were rendered unduly ragged because of particularly weak
and/or shallow dips in the radial-velocity traces, and also the few other individual
velocities that are marked (by a colon) as uncertain or (in brackets) as rejected.
Derivation of the mean velocities from the same observations as those whose
residuals were being analysed implied the loss of a number of degrees of freedom
equal to the number of means. The loss of each degree was distributed among the
various data sets in proportion to the weight contributed by each set to the
corresponding mean. The standard deviation thus determined for a single observation
in each of the seven sources is given in Table 2(b), where it will be seen that there are
three sources with errors slightly above one km s™ and four with errors somewhat
below that figure. The latter group includes the sources that have been attributed
double weight, together with series 5 for which extra weight has been withheld
because it is a small series and its zero-point is less satisfactorily established than
those of the other sets. The errors derived by the analysis are not altogether
independent of the weighting attributed in the first place, which naturally tends to
reduce the residuals of the more heavily weighted series of observations. We checked
for that effect by repeating the analysis with sub-sets of the data in which attention
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